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Aim of our paper

Our primary aim is:

1. designing an event-driven UWSN capable of monitoring a designated
underwater area through a robust optimization approach,

2. assessing the robustness of the proposed model against the deterministic
formulation, with consideration of key metrics influencing system behavior.



Contributions of our paper

Contributions of our study are threefold:

1. A simulation framework integrating vehicle mobility, sensor deployment, and real-world
bathymetry to realistically estimate sensing rates.

2. A robust optimization model with balanced 3D K-means partitioning to better capture
localized uncertainty and traffic variations.

3. Computational tests indicating that small sensing-rate deviations degrade deterministic
designs, while the robust design sustains performance and prolongs lifetime.



Table for

notation used
In our paper

TABLE  SETS, PARAMETERS, AND DECISION VARIABLES.

0y

Sets
N Set of sensor nodes
N¢; Set of all nodes in the network, i.e., N U {BS}, where BS denotes the base station
4 Set of sensor subsets (regions), i.e., % = {I1;, Ra,...} with }; C N
1 A subset of sensors forming region I?;, i.e., Il; € #
¥ Index set of regions, i.e., # = {1,2,...,|%|}
8 Set of sensing rate vectors within feasible intervals satisfying regional sum constraints
A Set of directed one-hop connections: A = {(i,7) :i € N,j € Ng\ {i},di; < It}
G Directed graph representing the network, i.e., (i = (N¢, A)
wU Uncertainty set of feasible sensing rate vectors
Parameters
dy; Euclidean distance between : € N and j € N¢;
T Default network lifetime in configuration
I Transmission range for sensors (m)
e Energy cost of transmission from 2 € N to j € N¢; per bit (m./J/bit)
c-,’f"' Energy cost of reception by 7 € N from 5 € N per bit (m.//bit)
Sk Sensing rate of sensor k € N (bit/s)
7 .20 Nominal sensing rate of sensor k € N (bit/s)
"‘5.-.,‘ Sensing rate deviation of sensor k € N (bit/s)
(x Regional uncertainty budget
B Binary parameter indicating whether sensor £ belongs to region /1, where j € #
Variables
iy Proportion of s, sensed by k£ € N transmitted on (i,j) € A
€ Initial energy to be allocated to i € N (m.J)
g Maximum energy assigned to a sensor in N under the robust model (m./)
o Maximum energy assigned to a sensor in N under the deterministic model (m./)
ik » Aik Deviation duals

Regional budget dual variable




Deterministic Network Model

Decision variables Parameters
fl’]c : The transmission rate of the data sensed by sensor k from sensor i to T : Desired network lifetime (s)
sensor j eﬁX : Energy consumed by sensor i to receive a bit of data (mJ)
eiTjX : Energy consumed to transmit a bit of data from sensor j to sensor j (mJ)
e; : The initial energy allocated to sensor i Sk : Amount of data sensed by sensor k per unit time (bits/s)
min eZet,
s.t.:
1, i=k
fli- Y fE={-1, i = BS; Vi € Ng,Vk € N
(i,))eA (j,DeA 0, otherwise
[ Tel X f s + Z TeRXf]lSk‘ < g Vi EN
keN | (i,j)eA (J,i)EA
edet > e Vi €N
k ..
fij=z 0 V(i,j) € A,VkKEN
e = 0 YVieN 6




Robust Network Model

Decision variables Parameters

fl’]c : The transmission rate of the data sensed by sensor k from sensor j to sensor j TRX : Desired network lifetime (s)

e; : The initial energy allocated to sensor i eji : Energy consumed by sensor i to receive a bit of data (mJ)

) . lTX : Energy consumed to transmit a bit of data from sensor i to sensor j (mJ)

Wik, Ak, Bj; : dual variables by . : .
si°™ : Nominal sensing rate of sensor k (bits/s)
s{¥¢¥ : Sensing rate deviation of sensor k (bits/s)

min e;;lofx Bkj :Binary parameter indicating whether sensor k belongs to region R;
s.t.:
. . i i=k _ * In our robust optimization model, Balanced K-Means partitions the
fij - Z fji =4-1 [ = BS; Vi € Ng,Vk €N network into equal-sized R; subregions, ensuring uniform coverage and
HE (J,.DHEA 0, otherwise sufficient sensors to enable localized uncertainty analysis.

* This clustering supports a fair, symmetric robustness formulation by
simplifying constraints and avoiding region-specific scaling.

[ulk(s{(wm + sdev) — NigSpe™ + Z 0;;(1 + o) Bg;Sy "Om] <e VIEN

kEN
_}‘ik+zeji|3kj > z Te X + z Tef* [ vk €N
jed (i,))EA (J,DEA
eglocfx = €; Vi € N
Wik Nires 81, fi5, €0 = 0 V(i,j) EAVieEN,je J k€N




Simulation Model

1000m x 1000m x Bathymetric Depth

Network Dimension
Sensor Deployment Uniform Grid

BS Position Center L

Number of Sensors 40 200
Sensing Radius 100m o
Packet Size for Periodic Sensing 32 byte ~ 0 §
Packet Size for Event-driven Sensing 320byte S
Type of Underwater Vehicles Submarine AUV ~—200 8
Speed Range 10-20 m/s 4-10 m/s -

Maximum Detection Horizon 60 m 30m +—400

Safety Margin in Seafloor Topography 20m 10 m
~—600
& t
A Xship[j1.+ = Xship[ 1,0 + Z ship[ jl,; SIN (QShiPU]Jz) sin (‘.f»‘ship[j],n) 1000
/&(.)/ 1 800
" \F z=r cos6 P 600 &@
, Yship[jlc = Yship[;1.0 + Z FsiplLas Sin (Oshiptj. ) €0 (bshiptjig) | O 200 400 (6\0"’
S I 400 200 ¢°0
Pz, y =rsinf cos@p z X
: - Iship[jl.r = Zship[j1.0 + Z Fship[ jl.r,; €O (Qship[j],n) Coordinat 500 1000 0
Vv X =r sin6 sing L 7

Simulation framework models underwater sensor—vehicle—seafloor interactions, producing data
generation rates of sensors treated as uncertainty parameter for robust network model.




Algorithm for the Simulation and Modeling of Underwater Vehicle

Motion

Ship Movement:

Algorithm 1 Underwater Vehicle Simulation in 3D Topological for each time step ¢ and ship j do

Space : -
- - C[]]T.IPLI.LL‘ P[]li.’]'l.[lﬂ.l posinon I:.-Ts.'nip:‘iIJ- ¥ahip] j14+ Zship[ fls !
Require: m: Number of ships to be deployed, n: Number of sensorg if the position is feasible then o
to be deployed, r: Sensing radius, refal_runs: Number of simulatiorn Apply the standard movement for the ship
runs

else
Search for possible traveling directions
il any altemative route i1s feasible then
Apply the altemative route

Require: Bathymetric data: Xog, Yorig. Zarigs Xsafes Vol » Zxaie

Require: Sensor coordinates: Xensdi)s Veensodi]s Zsensodi) ¥0 = Lo F1
Initialize: Load topography and sensor data. Initialize ship and
sensor coordinate arrays.

Sensor Placement: else
for each sensori = 1, ...n do Apply emergency case procedure
if Zensari) 15 feasible then end 1f
St { Xoensorfi)s Veensori]s Zsensod)) 85 the position of sensor 1. end if
else Sensor Detection:
Exclude unfeasible sensor and proceed to the next. for each time step 1, ship j and sensor i do
end if Calculate distance to each sensor.
end for

Calculate detection status by considering conditions fon
probability of detection.
Compute and update sensed_durarion[i]] j].

Ship Initialization:
for each ship j = 1...m do
Generate initial v, 7 coordinate s;

if z is feasible then 'E'I'Iq for

sl { Xunip] 71,0+ Vskipf j1.0+ Zehipfj0) a5 the initial location of ship j. end for
else Output:

Exclude unfeasible ship and proceed to the next. Store and print ship and sensor coordinates.
end if Record total steps for each ship.

end for Record and print sensed duration results for each sensor.




Configuration Phase:

CO M p Utat|0 Nna | Resu |tS Maximum Energy Allocation
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* Inthe configuration phase, the impact of the regional uncertainty budget (a) and node-specific deviations (o)
on maximum battery allocation requirements is evaluated.
* The robust model accounts for uncertainties that can increase battery allocations, whereas the deterministic

model ignores them. Sublinear growth keeps allocations moderate even under high uncertainty. ;



CO Utat|0na| Results Implementation Phase:
N ' Network Lifetime
ifl)(:.: ] [ deterministic a = (.05 a = 0.10 B o=0.15 El =020
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* Inthe implementation phase, analysis based on a and o shows that deterministic designs have network
lifetimes approximately 9.44%, 11.15%, 11.94%, and 11.97% shorter across regions R;—R, compared to the
robust model under baseline conditions (&« = 0.05, 0 = 1)

* Asuncertainty increases, reductions reach 14.72%, 17.93%, 15.30%, and 21.75% in the most extreme cases.



Computational

Results

Compared with deterministic design, the robust design
consistently sustains lifetimes close to the reference
target, offering more efficient utilization of allocations for
extended operation.

Region-wise analysis confirms that lifetime variability

grows with increasing a or g, highlighting the trade-off
between robustness and performance.
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Conclusion and Future Work

Conclusion:

* This paper introduces a robust optimization framework for UWSNSs that ensures reliable target
detection while maintaining energy efficiency under uncertainty.

e By accounting for both regional and individual sensor deviations, the approach mitigates the
vulnerabilities inherent in deterministic designs.

 Comprehensive tests demonstrate that the robust design consistently outperforms deterministic
methods, sustaining network performance even under spatial and sensing-rate variations.

Future Work:

e Future research will explore more complex deviation models and alternative deployment strategies

to further enhance the robustness and resilience of UWSNs under diverse and unstructured
conditions.
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