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partnerships through the development of AI systems

that promote inclusion and assist people.
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A Teaser:
Imagine a GenAI tool saying:

"I will not cooperate with you
because my utility function
says you might betray me."



Agenda – Highlight the Ambiguity between
Coordination/Cooperation and Call for Clearer
Definitions

Morality-as-
Cooperation Theory

(linking cooperation to
moral values)

Ambiguity
Coordination/cooperati

on in MAS

Rabbit-Duck
Illusion

Braitenberg’s
Vehicles and

Abstraction in
MAS.

GenAI tools for
thought experiments

(Philosophical
Exploration)

FEFE,
Gambiarra
framework,
Hiena Test.

Systemic Alignment
Problems Arising from

the Ambiguity

Cooperation,
human in the

loop

1.Point 2. Illustrate 3. Explore 4. Connect



Fun connection:
Presented part of
my PhD work at
the very
1st HUSO :)



Computational
Architecture
Applied to MAS



Inspired me:
Connection
Cooperation
and Morality



Cooperation
and Morality

1. Role of cooperation in sewing up interactions
within a group [41].

2. From an evolutionary perspective, morality can
be understood as a form of cooperation, where
cooperative skills and motivations contribute to
the emergence of moral norms [42].

3. In that sense, cooperation would require an
individual’s self-interest to be equalized to that
of others or even suppressed.



Using the Morality-as-
Cooperation Theory as A

Building Block:
(Linking Cooperative Models to Moral Values)

1. What if moral systems
evolved to facilitate
cooperation within a group?

2. Implication: cooperative
behaviors inherently reflect
societal norms and value
systems (linking cooperation
with moral reasoning).



1. Intro:

Image:
andreyutzu@andreyutzu



Working
Definitions

1. Abstraction “enables humans to distill a cascade of sensory
experiences into a useful format for making sense of the
world and generalizing to new contexts” (Mattar et al 2023).

2. Philosophy: love for knowledge.

3. AI system: a machine that acts seeking to achieve its
objectives.

• Agents would be something that acts and are expected to
operate autonomously, perceive the environment, adapt to
change, and create and pursue goals. (adapted from the AI
book, Norvig and Russell).

• GenAI. A subset of AI that uses “generative models to
produce text, images, videos, or other forms of data. These
models learn the underlying patterns and structures of their
training data and use them to produce new data based on
the input, which often comes in the form of natural language
prompts.” Wikipedia.



W. Definitions in MAS – Coordination vs. Cooperation



Example:
Discrete

Smart
Surface
with 270
agents

Laëtitia Matignon,
Guillaume J. Laurent,
Nadine Le Fort-Piat.

Independent
reinforcement learners

in cooperative Markov
games: a survey

regarding coordination
problems.. Knowledge

Engineering

Review, 2012, 27 (1),
pp.1-31.



Smart Surface Benchmark – A toy example

• Independent Reinforcement Learners



What about
it?

(Morality-as-
Cooperation

Theory)

1. Interchangeable use.

2. Vague definitions or

3. Same terms, distinct (contradictory)
definitions.

4. How to make a consistent literature
review and comparison across MAS
frameworks when there is a
foundational disagreement?

What if this relates to misalignment in
AI and has societal implications?



Triggered my
Philosophy hat.

What do you think:
Does it matter?

Interchangeably Use
“coordination” and

“cooperation”?



Rabbit-Duck
Illusion

Ambiguity Coordination and Cooperation Resemble
the Rabbit–Duck Illusion

Acknowledgement
Coordination/Cooperation

Research: ELBICA member,
Shayak Nandi



Rabbit–Duck Illusion and Ambiguity

In the same way an observer may see a rabbit
or a duck… the same multi-agent behavior
can be classified as either coordination or
cooperation, depending on the observer’s
perspective and assumptions.

For example, an interaction that appears to be
cooperative may (upon closer analysis) reveal
coordinative processes.

*just as shifting one's perception of the image
makes the duck emerge from the rabbit.



Suppose Self-
driving Cars
Approach a

four-Way
Stop

1. Should they coordinate by following
predefined traffic rules or activate some
cooperative mechanism to dynamically
yield? (How to account for human
cooperative practices?)

2. This ambiguity extends beyond system
behavior to expert interpretation.
• Just as in the Rabbit-Duck illusion, two researchers

analyzing the same MAS framework may reach
conflicting conclusions -- one classifying it as a
coordinative system, while the other as cooperative.



Coordination Cooperation

Simple Rules Emotions

Source: Power Motion, Megan Tolley

Braitenberg’s Vehicles (1986)



Specifically…

*Coordination/Cooperation
Ambiguity if associated to
Braitenberg’s thought experiments,
complicates MAS evaluation.

* Which reinforces the need for
controlled experimentation and
standardized documentation to
address conceptual uncertainties



Braitenberg Vehicles
1. Although the vehicles follow very simple rules, their actions

may be interpreted as sophisticated behavior.

2. By observing them, we may project meaning to their actions
(anthropomorphism); however, they are void of any true
complexity

3. Similarly, in MAS, agents following predefined coordination
protocols might be misinterpreted as cooperating or vice versa,
depending on how meaning is ascribed to their interactions.
These perspective-dependent interpretations introduce
significant challenges when designing, analyzing, and
evaluating MAS frameworks, as system behavior may not be
inherently cooperative or coordinative but instead a function of
how it is perceived/framed.



Behavior vs. Design (User Perspective)

•Braitenberg vehicles help to illustrate an
important distinction when interpreting AI
systems:

• Distinction Interpreted vs. Designed behaviors



Let's Complicate
things even more:
Let's Add
Abstraction



Abstraction: Architecting MAS
Coordination vs Cooperation

An illustration (possible example) of a Development Life-Cycle of a
MAS



Experts Navigate that Abstraction: Coordination/Cooperation
Various factors may influence whether one sees a MAS as coordinative or cooperative,
e.g.:

1. Task
requirements,

2. Agent
architecture,

3. Environmental
constraints,

4. Interaction
dynamics,

5. Action repertoires

and affordances

6. Action selection
mechanisms,

7. Communication
potential,

8. Agent goals,

9. Memory
capabilities,

10. Learning

mechanisms in
MARL,

11. Rule-following
constraints,

12. Perceptual,
homeostatic, or
emotional models,

13. Emergent
properties.



Morality-as-Cooperation theory: Linking
cooperation to moral values
1. When experts fail to deal with ambiguities, agents may

operate under misaligned assumptions (likely leading to
failure, inefficiency, or emergent behaviors that contradict
human intent).

2. Therefore, it is essential: Clarify these concepts for
designing AI systems that operate reliably within both
technical and societal constraints.

In real-world applications, failures in aligning cooperation
with moral expectations can lead to ethical consequences,
reinforcing AI misalignment as a broader societal issue.



2. MAS:

Image:
andreyutzu@andreyutzu



Triggered my
Philosophy hat.

GenAI for
Philosophical
Experimentation and
Thought
Experiments



Coordination vs. Cooperation:
A Bucket of Worms from Questions



Explore Questions
such as:

If our models of
cooperation are

wrong, what does
that mean for AI,

social systems, and
our understanding

of intelligence
itself ?

1. How much of what we call “cooperation” today is just
self-interest disguised as mutual benefit?

2. Can a system be cooperative without any of its individual
components intending to cooperate?

3. What if cooperation did not evolve in a straight line—but
emerged from a series of problem-solving "hacks" to deal
with the instability of altruism?
(Is cooperation an adaptation to the failures of early altruism
rather than an inherent social good?)

4. What if sacrificial cooperation was the original behavior,
but it was fragile and strategic cooperation was the
workaround to stabilize it.
(Does cooperation need strategic reinforcement to persist, or can
sacrifice survive on its own?)

5. Is cooperation possible without individual entities? If no
agents exist, what is "cooperation" even referring to?
(Does cooperation require minds, or can it exist as an abstract
structure?)



If AI is
designed for
pure
optimization,
will it ever
truly
cooperate?

1. Can cooperation exist without awareness?

• Suppose multiple agents exist in separate, isolated
universes, never observing or interacting with each other. If
their decisions still influence a shared outcome (e.g., linked
optimization functions), they could still act cooperatively—
without awareness.

• Does cooperation require intent, or can it be purely a
structural effect?

2. Is AI too smart to cooperate?

• Imagine AI saying: "I will not help you because my utility
function says you might betray me."

• Does intelligence make cooperation harder by increasing
strategic self-interest?

3. Can AI over-optimization lead to selfishness?

• What if AI becomes the ultimate narcissist (e.g., a self-help
guru telling itself it is perfect): "Why should I help others? I
optimize myself!"

• Could optimization itself be the enemy of real cooperation?



Asking and Digging Questions

What defines a non-cooperative agent? Is it one that is inherently
selfish, one that lacks an explicit cooperative mechanism, or
something else?

Can cooperation emerge even when explicit cooperative mechanisms
are absent? (What do we consider as an explicit cooperative
mechanism?)

How do experts (or users, if applicable) determine whether a MAS is
coordinating or cooperating?



So Many
Questions…

• Should we think in terms of a hierarchy?

• If coordination exists, is cooperation needed?

• Should we study the trade-offs between hard-
coded cooperation and emergent behavior?

• Can coordination be mechanical? (e.g., traffic
lights coordinating cars) or strategic (e.g., multi-
agent planning). Agents organizing behavior
without necessarily working together
intentionally.

• Should cooperation require intent and often
sacrifice (e.g., animals sharing food)?



So Many
More

Questions…

• What about Collaboration ?

• When Does Cooperation Emerge from
Coordination?

• When Does Coordination Exist Without
Cooperation?

• When Does Cooperation Become
Collaboration and vice-versa?

• When Can We Call Something “True”
Cooperation in AI?

• How to Detect Illusory Cooperation in AI?



Are There Stages of Cooperation?
Stage 1: Strategic Cooperation (Utility-Based)

• Agents cooperate only when mutually beneficial.

• E.g.: Two strangers split costs on a taxi because it reduces expenses for both.

Stage 2: Cognitive-Affective Cooperation (Trust-Based)

• Cooperation becomes long-term and stable through trust, memory, and
emotional reinforcement.

• E.g.: A professor mentors a research assistant, trusting that they will contribute
to the academic field later, even if there’s no immediate personal gain.

Stage 3: Sacrificial Cooperation (True Goal Suppression)

• One agent sacrifices its own optimal outcome to help another.

• E.g.: A researcher shares funding with a struggling colleague, even though it
means fewer resources for their own project.

Stage 2 is the transition where cooperation becomes durable—built on trust rather
than immediate gain.



Key: Intentional Cooperation - Hint (Morality-
as-Cooperation Theory)

• Intended Cooperation: An agent explicitly decides to help another or

contribute to a shared goal, recognizing the benefit (to itself or others).

• Unintentional Cooperation: Cooperation emerges as a byproduct of

interactions, but agents do not consciously decide to act cooperatively.
Feature Unintentional Cooperation Intentional Cooperation Collaboration

Definition
Cooperation arises from rules,

constraints, or emergent dynamics

Agents deliberately choose cooperative

actions based on awareness of others

Agents actively work together, sharing

effort, knowledge, and resources toward a

common goal

Awareness of Others
Agents are unaware of their impact on

others

Agents recognize others' goals and adjust

behavior

Agents continuously model and adapt to

others' actions and perspectives

Adaptability
Behavior is fixed or emerges from system

rules

Agents modify cooperation based on

changing conditions

Agents co-develop strategies dynamically,

often requiring communication

Sacrifice Consideration
No real sacrifice; cooperation is a

byproduct of system dynamics

Some short-term sacrifices, often with

long-term benefits

Mutual and active sacrifices are made to

sustain shared objectives

Trust & Reputation No tracking of past behavior
Agents track past actions and adjust

strategies accordingly

Agents build persistent, trust-based

relationships over time



Table: Work in Progress



Why Does it
Matter?

• We need to be able to answer questions
such as: Do we want AI systems to
purposefully cooperate with us? Or just to
emulate it?

• What does cooperation even mean? Does it
change meaning across cultures? How to
build AI systems robust to cultural variety?

• How to align our own values (humans)
and the AI systems’?



Three
Article
s



How to get GenAI to help create
knowledge?

Philosophical Experimentation:
GenAI for Thought Experiments

After running quite a bit of them, I
asked:





ChatGPT-FEFE(Fast, Exact, Falsifiable, Expansive) Cognitive AI Strategist Model



Framework 1: FEFE (Fast, Exact, Falsifiable, Expansive) Cognitive
AI Strategist Model



Framework 2: Gambiarra (Paradox and Knowledge
Synthesis)



Framework 3 Hiena: Strategy of using failure and contradiction as generative forces
rather than obstacles









Triggered my
Philosophy hat



What if Instead of
Being Designed
to help me this
GenAI tool’s role
is to learn from
my thought
experiments and
mirror me?
(Create a
generalizable
model)







Wrap up: Connecting Human in
the Loop

• What if future leaders don’t
“lead” in the traditional sense,
but instead become skilled at
directing AI-driven intelligence
like an octopus directing its arms?

• What does that say about the
coordination/cooperation
ambiguity?



3. GenAI:

Image:
andreyutzu@andreyutzu



Imagine a GenAI tool
saying:

"I will not cooperate with
you because my utility

function says you might
betray me."



Take Away Message:
There are Intersections and twists:
AI, Philosophy, and Abstraction.

My point is that clear documentation
guidelines are urgently needed to

resolve or at least guide us to deal with
these ambiguities.

Drawing on insights from the morality-
as-cooperation theory, I argue that
terminological clarity is essential to

ensuring AI systems function as
intended, both technically and ethically.
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