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Introduction

• Systematic reviews are vital for evidence-
based decision-making in software 
engineering.

• Data extraction is a key but labor-intensive step 
for systematic reviews.

• Large language models (LLMs), e.g., GPT-
based models, can help reduce manual effort.

• Gap: There is limited research on the use of 
LLMs for systematic reviews in software 
engineering.



Research objective
• Evaluate GPT-4o's performance in data 

extraction for a systematic mapping study (SMS).

• Compare the performance of GPT-4o with 
manually extracted data.



Replicated study
• SMS focused on issue report classification, i.e., 

classify reports as bugs or non-bugs.

• 46 primary studies included in replication.



Research method (1/2) 
– Prompt and data 
extraction template



Research method (2/2) 
– Assessment criteria



Results



Conclusion

• Our evaluation revealed that GPT-4o achieves an 
average accuracy of approximately 79%. 

• Although these results indicate that the entire 
process cannot be fully automated, GPT-4o can 
be a supportive tool in a semi-automated 
workflow. 

• Therefore, we recommend using LLMs, such as 
GPT-4o, for an initial phase of automated 
extraction, followed by human validation and 
refinement.



Future work
• Future work will focus on exploring several other 

LLMs (e.g., the models from Gemini, Llama, and 
DeepSeek), including their evaluation in other 
areas of SE, e.g., effort estimation, code quality, 
and defect prediction.



Thank you!
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