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Abstract:
Accurate grading of Prostate Cancer (PCa) is vital for effective treatment planning and prognosis.
This study introduces an advanced framework for Gleason Grade (GG) classification, addressing
challenges in accuracy, computational efficiency, and interpretability. Utilizing the SICAPv2 dataset,
which contains annotated prostate biopsy Whole Slide Images (WSIs) graded from GG0 to GG5, the
framework integrates cutting-edge machine learning and deep learning techniques. Feature
extraction is performed using a custom-designed Variational Autoencoder (VAE) with a VGG16
backbone, chosen for its computational efficiency, while dimensionality reduction with Principal
Component Analysis (PCA) optimally selects 50 features for classification. The classification pipeline
combines machine learning models, including Support Vector Machines (SVM), logistic regression,
and random forests, with custom Deep Neural Networks (DNNs). SVM with an Radial Basis Function
(RBF) kernel achieved an accuracy of 84% following hyperparameter tuning, while a custom five-
layer dense neural network incorporating dropout and batch normalization demonstrated superior
performance with an accuracy of 94.6%. Explainable AI (XAI) techniques, such as SHapley Additive
exPlanations (SHAP), gradient-weighted class activation mapping (Grad-CAM), and Local
Interpretable Model-Agnostic Explanations (LIME), enhance model interpretability by providing
insights into feature importance and aligning predictions with clinical expertise. This framework
delivers a robust, scalable, and interpretable solution for automated GG classification, bridging the
gap between advanced AI techniques and clinical application.



Gleason Grade Scoring: Implement a deep learning system to
automatically assign Gleason grades from WSI, enhancing

precision and reproducibility.



Patches of H&E Histology Samples Presenting Different
Gleason Patterns from GG0 - GG5



The block diagram shows a hybrid system for GG Group using WSIs, ensuring transparent and accurate PCa
diagnosis and treatment with XAI techniques

Implementation of an AI Pipeline

SICAPv2 dataset: [Experimented]
Silva-Rodríguez, J., Colomer, A., Sales, M. A., Molina, R., & Naranjo, V. (2020). Going deeper through the Gleason scoring
scale: An automatic end-to-end system for histology prostate grading and cribriform pattern detection. Computer Methods and
Programs in Biomedicine, 195, 105637



Gleason Grade Classification Performance Metrics



Results:
Performance feature extraction

Performance explainability of feature



Model with Hyperparameters Tuning

Performance Metrics for Various Classification Models
Results:



From Black Box to Clear Box:
Interpreting AI with Grad-CAM: Understanding Feature Relevance and Significance

1. Comparison of Explainability Techniques for Prostate Cancer Gleason Grade Classification (a) Significant
contributions of 50 features to classification using XAI SHAP (b) Grad-CAM heatmap for GG2 and (c) Grad-CAM

heat map for GG4



DL – DNN Models



Conclusion

In this study, a comprehensive framework for GG classification using WSI of PCa was
developed by integrating DNN and ML models. VGG-16 was identified as the optimal
feature extractor, offering a balance of feature quality and computational efficiency by
extracting 512 features in 63.06 seconds. It outperformed DenseNet-121 and ResNet-50 in
reducing redundancy and ensuring efficient dimensionality reduction through PCA, SVD,
and t-SNE. Hyperparameter tuning enhanced ML performance, with SVM achieving the
highest accuracy of 84%, while DL models incorporating dropout and batch normalization
demonstrated significant improvements. A five-layer DNN achieved 94.6% accuracy,
highlighting the effectiveness of regularization in preventing overfitting. A novel aspect of
this research lies in the integration of XAI techniques to improve model interpretability.
SHAP provided rapid, memory-efficient insights, while Grad-CAM delivered detailed
visualizations, ensuring transparency in decision-making. LIME and Saliency Maps further
contributed to understanding model outputs, underscoring the need for transparent AI in
clinical settings. Future work will expand this framework to larger datasets and explore
advanced neural architectures and XAI methods, aiming to develop scalable, interpretable,
and clinically reliable AI models for PCa diagnostics. The implementation, tested on an
open-access dataset, could benefit from additional testing on more benchmark and clinical
datasets to enhance its clinical utility.
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