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The classification of the risks posed by AI 
systems in EU AI Act

Image source: https://www.trail-ml.com/blog/eu-ai-act-how-risk-is-classified



From Jobin et. al. (2019)

Challenges in practice



AI hypes and hopes



Norwegian context

● Ca. 5 million inhabitants > aging 
population

● Focus on digitalization of the public 
sector. 

● National strategy for AI (2020).
● In 2025, 1 billion NOK will be 

allocated to open 5-6 National AI 
research centers in Norway.

● National Wealth Fund – 1,7 trillion 
(March 2025)



ENACT Project

Ethical risks assessmeNt of Artificial intelligenCe in 
pracTice (ENACT) is a project funded by the Research 
Council of Norway. The project aims to develop a 
methodology governing ethical principles and 
guidelines for the Norwegian public and private 
sector deploying AI-based systems.

ENACT is a collaboration of academia, social services, 
finance, healthcare, logistics, education sectors.



Challenges for implementing
ethical AI guidelines in organisational

practice

Different 
sectoral 

traditions

Gap between 
principles and 

practice

Constant 
adjustment of 
products and 

services

Professional 
competence 

gaps

Lack of 
participatory 
engagement 
mechanisms

Rapid 
development of 

AI systems

Ethical Risk Assessment of AI in 
practice

• Open-ended qiuestions, Likert 
scale, risk visualisation
(Tartaro et. al 2024)

• Data driven risk assessment 
with expert knowledge 
(Felländer et. al 2022)

• Relational approach: 
decision-maker –risk exposed –
benificiary
(Krijger, 2024)



Theoretical framework

CORAS - Model-based method for security risk analysis 
(Lund et. al 2010)

• conducted in three phases: context establishment, risk 
assessment and risk treatment

• graphical style of the communication, visual modelling, 
constructive use of language and tighter integration of 
the assessment outputs in the system development 
processes



CORAS analysis example



Theoretical framework

Story Dialog Method (Labonte et. al 1999)
- both a data collection and a data analysis method, 
based on a structured dialogue and on participants’ 
stories.

• Describe (where WHAT-type of questions are asked)
• Explain (WHY-type of questions are asked)
• Synthesis (where SO WHAT-type of questions are 

asked)
• Action (NOW WHAT-type of actions are asked)



Workshop structures



Data collection and analysis

● The working group was comprised of the researchers with expertise in ethics, risk 
management, technology and pedagogy.

● Sensemaking through iterative assessment of the notes, collective reflection and 
synthesis of textual data and researchers’ observations.

● Participants selection!



Ethical risk assessment of Microsoft Pilot Transcribing in practice

Lesson 1. The scope of ethical 
risk in cross-sectoral settings

▪ Common “analysis context”
▪ Boundaries of cross-sectoral 

settings
▪ Different sectoral tradition 

Lesson 2. Flexible methodology 
helps to address organisational

needs

▪ Meeting organisational
needs

▪ Digital format
▪ Recourse efficient
▪ Embedding in everyday 

practice of organisation

Lesson 3. Easing power-
relationship for structured 

dialog and critical reflection

▪ Reduced number of 
participant for plenum 
discussion

▪ Separation from fellow 
colleagues

▪ Business confidentiality



• sectoral tradition (e.g., similarities and differences between the domain 
of ethics and security standards with respect to risk assessment)

• group dynamics (e.g., power dynamics in the group, business integrity, 
approaches to elicit organisational needs)

• confidential information of organisational practices 

• format of the workshops, which had to be realistic (e.g., time, digital or 
physical meetings, resources required) if the businesses were to use the 
methodology in real world settings

Future work and further development of ethical risk
assessment of AI in practice
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Thank you for your attention!

Get in touch
natalia.murashova@hiof.no

For more information about ENACT project visit
enactai.no
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