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UNIVERSE

Source: IDC’s Data Age 2025 study, sponsored by Seagate, April 2017

* By 2025, the amount of data = 160 zettabytes
(160x1021)

e 1 zetta seconds = 31.71 trillion years = 2300 x age
of universe

* The volume of seawater in the Earth's oceans is
approximately 1.37 zettalitres




TURING: “All Problems are Essentially Search
Problems”
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...intellectual activity consists mainly

of various kinds of search.”
“...evolutionary search...”
“indexes of experiences”

“..cultural search...by the human
community as a whole”




* In 2009, Google researchers
publish a paper entitled “The
Unreasonable Effectiveness of
Data”

* The paper suggests that simple
models with lots of data are
pbetterthan elaborate models
with less data

—‘-_'—Z
* No need to learn*from |

algorithms-how-humans'perform
the tasks because the

intelligence is inithe data, not the No .exp.la.nat.lon,
algorithms no jUStlflcathn?

b
"B The Unreasonable
'( ‘§ Effectiveness of Data

&lon Habewy, Peter Norvig, and Fernando Pereira, Google
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KEY ISSUES

* Distinct genres

* Multimedia entities: Images, Videos, 3D
Models, Stream Music...

* Semantic gap

* Low-level features VS high-level semantics
* Concept-Based VS Content-Based

® | ack of Efficient Methods

* Trade-off between precision and complexity

* Absence of a universally-accepted retrieval
method




DEEPER
SEMANTICS

* Familiarity with
the subject matter
Need to have significant

background knowledge to

retrieve this image (David
and Goliath)
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Perception and intgfpretationof'semantic

content P_

. Depends on user knowledges& experience
. Degree of content richness can be

distinguished into 3 levels LEVE LS O F

. Information encoded in a multimedia object

can be potentially unlimited SE MANTICS
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Learning from Big Data

INDEX
LEARNING AND
EVOLUTION

ADOPTION OF

LEARNING
ARCHITECTURE

REINFORCEMENT/
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* More than 2 billion people are connected
to the Internet

* 20 sec of their time is more than 10 million
man hours

* Empire State Building took 7 million man
hours to build

* One Empire State Buildings built every 15
seconds

INDEX BUILDING
THROUGH
EXPLOITING BIG
DATA
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EXPLOITING BIG
& DATA ©

i

e System continuously learns and evolves

e Adapts its answer lists to queries

» Satisfies latest user preferences

. Incorp;)rates deep knowledge from users
* Unsupervised Reinfo.rcement Learning

. Semi-Mar{ov Decision Process
framework *
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EXPLOITING BIG
@ DATA ©

* Capture subtle nuances of human
perceptions and deep knowledge

 Degree of reinforcement is suitably
calibrated

* Indexes evolve naturally to
accommodate dynamic user

interest
eess.

. Continuously7 develop indexes

* |njecting progressive improvement
in search performance ©
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 KNOWLEDGE
EXTRACTION




Reward is observed via the clicking
information

Take actions based on current states
Learn from useful evaluative
information provided by users

acdion

REINFORCEMENT
LEARNING
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Semi-Markov
Decision Process
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Rewards

* If n elements from the results list x,, ..., x, receive reinforcement, then
the reward would be nA.

* If no clicking response is received from the user on a given list, then all
the relevant elements between the submitted query terms and retrieved
objects will be decremented by a given amount A.

e |fthere are g query terms, then for an object list of K objectS, the
total decrement will be gkA, which corresponds to a (negative)
reward of =gKA.

Semi-Markov
Decision Process

21
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Semi-Markov
Decision Process




Semi-Markov
Decision Process




No Longer
Memoryless
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The problem of learning convergence

is concerned with whether unexplored
indexes will eventually evolve to
become explored indexes.

The index learning behaviour is
considered to be convergent if the vast
majority of unexplored indexes become

explored indexes in the learning

process
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* represent the relationship between a query
term 7;and an object o;, with r;; as RIV

 Index Criteria

* r; must attain or surpass the pre-defined
threshold value h

 Two categories of indexes

 Unexplored indexes: reside in the index
generator

* Explored indexes: promoted from index
generator into the index pool
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JONAAHIANOD ONINYVIT

Consider a query with multiple terms
Q(7yeees Ty Tppgpeer T,)

Explored indexes exist for {z,,..., 7;}
with a set of multimedia objects

{7,,,---»T,} are entirely new terms

Returned Object List is a union set

* ak-object subset O,: {0,, 0,,...,0,}
that has the highest cumulative
RIV scores

* asubset O, of random objects
selected for exploration
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State Classification

* Exposed: If an unexplored
index is elevated into the
index pool, it can be

regarded as exposed.

e Extant: Conversely, it is
regarded to be extant and
still in the evolutionary

process.

ANALYSIS
OF

LEARNING
CONVERGENCE

BEHAVIOUR

State Simplification

* The state of the process in
this particular context can be
simplified as the number of

extant unexplored indexes.
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THEORETICAL
RESULTS

Convergence Time Ts(Days) Incremental Indexing Time It
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(a) Ts: d = 20, 40, 60 (b) It: d = 20, 40, 60

If 90% of the unexplored indexes needs to be indexed,
approximately 2.3 times the amount of time d for discovering
an individual index can be expected.

E.g. when d =40, roughly 92 days are required for convergence.
This can be seen by examining the above equation, and letting

p=0.9:

= 2.3d
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SIMULATION EXPERIMENTS

—  Consider the event that an end user submits a query and furnishes
evaluative feedback by clicking interested returned objects.
e If such event streams are presented by a Poisson process with rate
a, the inter-event time has the following exponential density
function:

f(£) = Ae~H

* Concerning the indexing behaviour, three different scenarios exist in
regard to the submitted query Q(z,,..., 7, 7,5, ---, 7,)
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SIMULATION EXPERIMENT

 Each time that an arrival of a user occurs, the user selection
behaviour is enacted by randomly clicking on some objects in
retrieved list

* Graphs of S, at each arrival time t
* The blue dot series represent experimental results
 The black lines correspond to theoretical analysis
e Sampling frequency is set at five-day interval
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SIMULATION EXPERIMENT

Simulation Experiment(S0=60,000) Simulation Experiment(S0=500,000)
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(a) St:S0=60,000;A =8,000, a =1/15 (b) St: SO = 500,000; A = 50,000, a = 1/20

Comparison between Simulation and Theoretical Results
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LEVERAGING BIG
. DATA

* Unlike text-based documents, the indexing of multimedia entities for deep
knowledge retrieval is a learning and evolutionary process

* By applying reinforcement learning within a semi-Markov decision process

framework, the subtle nuances of human perceptions and deep knowledge are
captured and learnt for evolution

* |ndex evolution enables effective retrieval of multimedia objects

* Performance of the system automatically improves over time

43






	Slide 1: Leveraging big data to improve search performance
	Slide 2
	Slide 3: Concept-based Search 
	Slide 4: Exponential Growth of the Digital Universe 
	Slide 5: Introduction of Dynamic InDEX lEARNING
	Slide 6
	Slide 7: Title
	Slide 8: Key issues
	Slide 9: Deeper semantics
	Slide 10: Title
	Slide 11: InDEX lEARNING and evolution
	Slide 12: Title
	Slide 13: Exploiting Big data
	Slide 14: Exploiting Big data
	Slide 15: Index evolution
	Slide 16: Index Evolution
	Slide 17: Knowledge EXTRACTION
	Slide 18: Title
	Slide 19: Title
	Slide 20: Title
	Slide 21: Title
	Slide 22: Title
	Slide 23: Title
	Slide 24: Title
	Slide 25: The problem of learning convergence is concerned with whether unexplored indexes will eventually evolve to become explored indexes.  The index learning behaviour is considered to be convergent if the vast majority of unexplored indexes become ex
	Slide 26
	Slide 27
	Slide 28: Title
	Slide 29: Title
	Slide 30: Title
	Slide 31: Title
	Slide 32: probability a given unexplored index be eventually exposed
	Slide 33: Time for a given unexplored index to be exposed
	Slide 34: Immigration-Death process
	Slide 35: Immigration-Death process
	Slide 36: Immigration-Death process
	Slide 37: Theoretical Results
	Slide 38: Theoretical Results
	Slide 39: Theoretical Results
	Slide 40
	Slide 41
	Slide 42
	Slide 43: LEVERAGING BIG DATA
	Slide 44: THANK YOU!

