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Adversarial Attacks on Image Classification

Goodfellow, Ian J., Jonathon Shlens, and Christian Szegedy. "Explaining and harnessing adversarial examples." arXiv preprint 
arXiv:1412.6572 (2014).
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Adversarial In-variance and Co-variance (AICR) Loss

1. Attract-Repulse: To create 
maximum separation between 
different classes and make 
same class samples to pull 
closer

2. Variance: To make clean and 
adversarial samples to become 
closer

Cross-entropy for 
classification accuracy

An objective function that creates maximum separation between classes and 
minimum variance between same class adversarial image and clean images 
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AICR Performance in CNN Adversarial Training

No 
attacks

More 
effective 
attacks

More realistic 
scenario

No defense

Trained using 
AICR loss
function

Trained using 
AICR loss
function and 
adversarial 
training with 
samples 
generated using 
FGSM

The AICR loss 
function is effective 
in training CNN to 
defend against 
adversarial attacks
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Deep Learning and Vision Transformers

Reuters

Basic Transformer Architecture

Generative
Pre-trained
Transformer

Vision Transformer (ViT) Architecture

ViTs tend to outperform CNNs by a larger margin on 
large, complex datasets (e.g., ImageNet-21k) due to 
their superior ability to model long-range 
dependencies
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AICR in Vision Transformers

How do we adopt the AICR loss function to the Vision Transformer architecture?

Component in the AICR loss function for adversarial defense

Attract-Repulse: To create 
maximum separation between 
different classes and make same 
class samples to pull closer

Variance: To make clean and 
adversarial samples to become 
closer

The attract-repulse loss depends on the 
average of the representations of each class. 
This is not possible to determine in ViT

AICR in ViT depends only on the variance 
loss function
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Experiments and Results

Fast Gradient Sign Method

Projected Gradient Descent

Basic Iterative Method

Momentum Iterative Method

No defense

Trained using AICR loss function

At the 
classification 
head

At the head 
and patches
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Attacks Lead to Attention Shift
• Adversarial attacks succeed when they shift the attention of a 

classification network when presented with a perturbed copy of an 
image
• Gradient-weighted Class Activation Mapping (Grad-CAM), is a 

visualization technique of which parts of an image are most important 
to the model for classifying a particular object or scene

Original Grad-Cam ‘Cat’ Grad-Cam ‘Dog’

Selvaraju, R. R., et al., “Grad-CAM: 
Visual explanations from deep 
networks via gradient-based 
localization”, arXiv e-prints, 2016. 
doi:10.48550/arXiv.1610.02391
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Undefended Attacks Lead to Attention Shifts in ViT

Clean image with 
no defense

Adversarial image 
with no defense

Clean image with 
AICR defense

Adversarial image 
with AICR defense

Significant 
attention 
shift

Minimal 
attention 
shift
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Conclusion

• Image classification is the key component of many computer vision 
methods
• Adversarial attacks against image classification can lead to poor 

performance of computer vision tasks
• AICR loss was shown to be effective against adversarial attacks against 

CNN classification networks
• Vision transformers (ViTs) often have better image classification 

performance than CNNs
• We showed the efficacy of adopting the AICR loss to the ViTs
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