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Enabling Next-Generation HPC Solutions IARIA H L R|S

_

* Transformation of HPC through emerging technologies and methodologies
« We are entering an era of workflows

» Spans the entire compute continuum
» Cloud, Al, Quantum, Edge, ...? .

Big Data

“
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* Key objectives
* Exploring emerging technologies
* |[dentifying synergies
« Evaluating hybrid workflows
* Driving seamless integration
* Integrate the user




Why does Al need HPC?

 Three factors drive Al innovation:
 algorithmic innovation, data, and FLOPs available

Training Compute of Notable Machine Learning Systems Over Time
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Figure 1: Training datasets for language (left) and vision (right).

[1] J. Sevilla, L. Heim, A. Ho, T. Besiroglu, M. Hobbhahn, and P. Villalobos, ‘Compute Trends Across Three Eras of Machine Learning’.
[2] Pablo Villalobos and Anson Ho (2022), "Trends in Training Dataset Sizes". Published online at epochai.org.
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Why does HPC need Al? IARIA H LR/
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« Hybrid HPC/AI workflows extend classical simulations by Al
methodologies to improve accuracy and/or speed-up simulations
* Physics-Informed Neural Networks | | /p =l 1
» Operational Data Analytics | _
 Al-driven Cybersecurity ) —
) —> | Sim | ‘ d) o o ;'*::ljf'n
* ... and more ) ) ——
® | J . )
a) Synthetic data generation d) Optimise the parameter space of simulations
b) Define parameters for the simulation e) lterations are alternating between Al and simulation
c) Initial solution is given by an Al model f) Surrogate models (functions; equations)
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Challenges while Adopting Al on HPC IARIA. H L R
YA -

Lack of Al expertise and requirements
Al models are seen as blackbox

models; reproducibility is questioned
Al "software zoo" not maintainable

Missing training data
Security risks with cloud technologies
(e.g., containers) in HPC HPC System
Administrators

Traditional HPC Users

Cultural resistence including

skepticism towards Al
Cultural resistence to change traditional mode of
operation (e.g., batch processing of jobs)

User Communities Safety concerns (e.g., incorrect predictions)

Skepticism towards integration of Al and its and Barriers of
: it i Lack of HPC expertise
benefits for users and system administrators Usmg Al on HPC r p

Lack of HPC expertise The operation model of HPC is
diverse to using cloud resources

S i iderati Al Community
RS R Businesses, SMEs, Often CPU-only HPC systems including

and Start-ups a comparable small GPU partition
Compliance with regulatory standards

k Lack of available processes to support
Cultural resistance execution of Al workflows out of the box
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Special Track Contributions IARIA. H L R
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Al for Fluid Dynamics

* An Advanced Surrogate Model Approach for Enhancing Fluid Dynamics
Simulations
S. Kavane et al., Friedrich-Alexander-Universitat Erlangen (FAU)

Al for Global System Sciences

« Al for Global Challenges: Case Studies in Urban Solar Exposure and Wildfire
Management; G. Filandrianos et al., National Technical University of Athens
(NTUA)

Al for Cybersecurity

« Cybersecurity Concerns of Al Applications on High-Performance Computing
Systems
:beeaxena et al., HLRS, Univernsity ot Slutigarte asys 202 Siide 7
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Future Directions and Challenges IARIA. H L R |S
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« Sustainable Al - Foundational Models become too large [1]
 Algorithmic
» Research towards smaller models (less data, less parameters) 2> SLM and MLMs
* Mixed precision training to improve the energy efficiency of training and inference [2]
» Hardware

« Establish good practices to report energy costs along with each Al model
« Using more energy-efficient hardware (e.g., TPUs, ASICS, ...)

« Data Trends - Running out of high-quality data
« Study suggests we might be out of high-quality data for training by 2026 [2]
« Compute might no longer be the bottleneck, but data availability

[1] McDonald, Joseph, et al. "Great power, great responsibility: Recommendations for reducing energy for training language models." arXiv preprint arXiv:2205.09646 (2022).
[2] Dérrich, M., Fan, M., & Kist, A. M. (2023). Impact of Mixed Precision Techniques on Training and Inference Efficiency of Deep Neural Networks. IEEE Access, 11, 57627-
57634.

[3] Source: https://epochai.org/blog/will-we-run-out-of-ml-data-evidence-from-projecting-dataset
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Thank you!

Dennis Hoppe
Head of Converged Computing

High Performance Computing Center (HLRS)
University of Stuttgart

Nobelstr. 19

D-70569 Stuttgart, Germany

skype: dennis.hoppe

phone: +49-711-685-60300
fax: +49-711-685-65832
web:




