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Background Computational Model Evaluation Conclusions
LLMs as personalized health coach

Large Language Models can be finetuned in several ways

• Pretraining

• Fine-tuning
• Supervised
• Instruction

• Context Setting
• Prompting
• Priming

Large 
Language 

Models
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Background Computational Model Evaluation Conclusions
LLMs as personalized health coach

Designing Personalized Heath Coach – Priming LLMs using Behavior Science, 
Fogg’s Behavioral Model 

LLMs can be finetuned in several ways:
• Fine-tuning

• Supervised
• Instruction

• Prompting
• Prompting
• Priming
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LLMs as personalized health coach
Background Computational Model Evaluation Conclusions

Sentence length 
& conversation 

length were 
higher in primed 
LLMs compared 
to naive context 

aware LLMs. 

Reviewers 
preferred the BS-

primed LLM 
responses with 
respect to user 
experience and 

appropriateness

Proof of concept 
study of how 

fundamental BS 
models can be 
used to encode 

user information 
in LLMs

Conclusions


