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Hitachi ASR Platform
• Build domain specific and highly targeted applications with higher accuracy than general

purpose Automatic Speech Recognition (ASR) systems.
• Support multiple Indian vernacular languages hence it can help bring rural empowerment.

Research activity:
• Compare and analyze the performance of ASR models trained with different speech

features for Connected Number Recognition across Indian vernacular languages

The objective is to democratize access to financial services using voice-aided applications.

1. Connected Number Speech Recognition
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2. Speech Data Collection- Connected Numbers

Speech data with diverse demography is collected for building regionally inclusive ASR systems.
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Speech data is collected

Speech data is collected, and ASR models are trained

Methodology:
Face to Face survey through purposive sampling

Target Respondent Profile:
• Gender: Both male and female
• Age group: 18 to 50 years
• Must speak native language
• Must be willing to allow to recording their voice

Sample size:
• Number of people = 1000 per language
• City (30%) and Rural (70%)
• Number of utterances per person ~ 50

Languages:
Bengali, Hindi, Tamil, Marathi, Kannada, Malayalam, Telugu, Odia, Assamese,
Punjabi, Gujrati.

Speech Data:
Randomly generated Connected numbers between 0 to 100,000 in native
language Ex. Hindi: “एक हज़ार चार सौ तीस” (One Thousand Four hundred thirty)
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Fig. Map of India with native languages under investigation



• To compare the performances of speech recognition models in
different languages, all languages’ phonemes should be represented
on identical platform. based on which the pronunciation dictionaries
can be built.

• Generally, IPA standard is used but we used ILSL 2.0, a grapheme to
phoneme map, specifically targeted towards creating phoneme
dictionaries by introducing common representation for graphemes
across multiple Indian languages [3].

ILSL Bengali Hindi Marathi Kannada Tamil

aa আ आ आ ಆ ஆ

kh খ ख ख க க
dx ড ड ड ಡ டv
y য় य य ಯ ய
e এ ए ए ಎ எ

𝑊∗ = 𝑎𝑟𝑔max
"

𝑃 𝑋 𝑊 𝑃(𝑊)

(𝑋)
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3. Automatic Speech Recognition- Workflow
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ASR workflow makes use of ILSL 2.0 based transliteration scheme which is critical for model comparative study.

Fig. Conventional Speech Recognition Model Training Pipeline

Table. Sample of ILSL 2.0 standards across multiple Indian Languages [3] 
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4. Speech Feature Extraction
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Fig. Human speech generation schematic
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Four ASR models (per language) are trained using four combinations of speech features: 
MFCC, MFCC+Pitch, PLP, and PLP+Pitch
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• To built automatic speech recognition systems, we should model vocal tract corresponding to speech utterances. The
speech utterances can be broken up into fundamental sounds in a language.

• The MFCC and PLP features capture the significant frequencies (formant frequencies), corresponding to fundamental
sounds in a language. The pitch features are important for tonal languages like Mandarin.

MFCC Computation PLP Computation Pitch Computation



Audio frames 
(25 ms, 10 ms overlap)

Training Stage Model Training Parameters
Monophone Training num_iters = 40

Triphone training (tri-1)
num_iters = 35
numleaves = 2750
totgauss = 50000

Triphone + LDA + MLLT training (tri-2)
num_iters = 35
numleaves = 2750
totgauss = 50000

Triphone + LDA + MLLT + SAT training 
(tri-3)

num_iters = 35
numleaves = 2750
totgauss = 50000

TDNN-LSTM training

epochs = 6
hidden layers = 13
Initial learning rate = 0.0001
Final learning rate = 0.00001

GMM-HMM training

TDNN-LSTM training

5. Acoustic Model Training
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Identical training conditions are maintained for performing all the model trainings.
Data Distribution
Per Language:
• 80% connected numbers
• 20% general sentences

train set = ~60,000 samples | ~ 55 hr | 70%
dev set = ~15,000 samples | ~ 12 hr | 20% 
eval set = ~9,000 sample | ~ 8 hr | 10% 
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Language
% Word Error Rate

MFCC MFCC+Pitch PLP PLP+Pitch

Bengali 9.64 10.22 9.97 10.67
Hindi 6.2 4.84 7.15 7.97
Tamil 15.46 14.56 15.29 16.08

Kannada 11.83 10.19 12.02 10.34
Marathi 5.36 5.26 5.94 5.39

Average 9.7 9.01 10.07 10.09

Language
% Sentence Error Rate

MFCC MFCC+Pitch PLP PLP+Pitch

Bengali 20.61 21.53 21.63 21.96
Hindi 14.55 10.6 16.59 18.33
Tamil 27.42 25.42 27.4 27.65

Kannada 26.42 25.52 27.01 25.78
Marathi 12.01 11.56 13.37 12.02

Average 20.2 18.93 21.2 21.12
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6. Results

MFCC+Pitch feature combination has best results on average across multiple languages.

• Among four speech feature combinations, tested over five Indian languages, MFCC+Pitch shows the best result with a
0.68% WER improvement and 1.27% SER improvement over MFCC on average.

• MFCC+Pitch shows the best improvement in case of Hindi, where SER is reduced by 4%.
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7. Discussion
This study provides Multilingual ASR tuning heuristics and language specific insights.
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• The comparative results lead up to heuristics for the tuning of a multilingual ASR
model to meet different recognition criteria depending on the part of the country
where the model is to be deployed.

• Therefore, the model should ultimately show higher accuracy for the region-
specific language, while also supporting multiple other languages.

• The Marathi and Hindi languages belong to Indo-Aryan language family, and are
phonetically similar, use same script. Moreover, the ASR models show similar and
relatively better performance.

• Bengali language has some elements in the grapheme-to-phoneme map which
exhibit many-to-one mapping, leading to relatively poorer recognition
performance.

• Tamil and Kannada languages belong to the same language family, and show
similar and relatively poorer performance.

Transliteration

Language 
Models

Speech 
Decoding

Fig. Multilingual ASR system
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Fig. Map of India with dominant language families
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