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Aims and Contributions of our paper

* Coordination of the workload among distributed SDN controllers is critical role for both the network
performance and the control plane scalability. Therefore, various load balancing techniques were proposed for
SDN to efficiently utilize the control plane’s resources. However, such techniques suffer from increased latency
and packet loss that come as the result of load migration requirements and intensive communication between
the SDN controllers. The proposed system adopts OpenFlow mechanism and introduces a new system that
offers coordination, synchronization and stable performance.

* In this paper we propose a scalable and crash- tolerant load balancing based on controller switch connection for
multiple OpenFlow controllers.

The contribution of this paper is:

* A dynamic coordination and synchronization system among SDN controllers and switches that focus partic-
ularly on the impact of the rate of synchronization on the performance of network.

* A system that can dynamically shift the load across multiple controllers through switches.

* A controller fail-over without switch disconnection avoiding the single point of failure problem



OpenFlow Protocol

 The OpenFlow architecture consists of numerous pieces of OpenFlow-enabled switching equipment
which are managed by one or more OpenFlow controllers.

* An OpenFlow switch contains multiple flow and group tables. Each flow table consists of many flow
entries. These are specific to a particular flow and are used to perform packet look-up and forwarding.

* An OpenFlow switch contains multiple flow and group tables. Each flow table consists of many flow
entries. The flow entries can be manipulated as desired through OpenFlow messages exchanged between
the switch and the controller on a secure channel. By maintaining a flow table, the switch can make
forwarding decisions for incoming packets by a simple look-up on its flow- table entries.

* Open-Flow switches perform an exact match check on specific fields of the incoming packets. For every
incoming packet, the switch goes through its flow table to find a matching entry. The flow tables are
sequentially numbered. The packet- processing pipeline always starts at the first flow table. The packet is
first matched against the entries of a flow table. If the packet matches a flow entry in a flow table, the
corresponding instruction set is executed. Instructions associated with each flow entry describe packet
forwarding, packet modification, group table processing, and pipeline processing.



Openflow Connection Strategy

* The first issue is to address the switch-to-controller connection strategy and how switches are connected to SDN
controllers. In early OpenFlow version, switches can only attach to one controller. Furthermore, that link is static,
meaning that operators have to configure the switch manually when it needs to attach to a new controller.

* A distributed SDN controllers setup, on the other hand, requires a dynamic connection between switches to
controllers. The dynamic connection enables to move a switch from one controller to another controller during a
fail-over or load balancing process. Fortunately, there are two options to deploy such flexible switch to controller
connection, using the IP alias connection or OpenFlow Master/Slave connection.

* In the Master state, the controller has full access to the switch as in the Equal role. When the controller changes
its role to Master, the switch changes the other controller in the Master role to have the Slave role. The role
change does not affect controllers with the Equal role. The controller receives from switch asynchronous Port-
status messages. The controller can send Asynchronous- Configuration messages to set the asynchronous
message types it wants to receive. An OpenFlow instance can connect to one or more controllers, depending on
the controller connection mode the OpenFlow instance uses ether Single instance in which the OpenFlow
instance connects to only one controller at a time. When communication with the current controller fails, the
OpenFlow instance uses another controller, or the Multiple instances so it can simultaneously connect to
multiple controllers. When communication with any controller fails, the OpenFlow in- stance attempts to
reconnect to the controller after a reconnection interval.



Our Proposal

* The proposed system implements a novel network of

multiple controllers using RAFT consensus algorithm to
maintain stability, scalability, and consistency, it was
presented in a prior work [18].

In this paper we extend our approach using features from
Open-Flow connection methods. It is based in Master/ Slave
connection between controllers and switches. It supports
the connection and coordination of multiple dis- tributed
SDN controllers to serve as backup controllers in case of a
failure. According to our experiments the load conditions of
controllers, our proposed method can dynamically shift the
load across the multiple controllers. Moreover, multiple
controllers allow data load sharing when a single controller
is overwhelmed with numerous flow requests. In general,
our approach can reduce latency, increase scalability, and
fault tolerance, and provide enhanced availability in SDN
deployments.
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Our Proposal

 The proposed mechanism, consists of multiple SDN con- trollers that collaborate to manage the network. Each
controller is responsible for a subset of switches in the network. Controllers communicate with each other using a
coordination and synchronization mechanism. Controllers exchange their load information with other controllers in the
network. We use a consensus-based coordination and synchronization mechanism. Each controller registers with the
coordination service and participates in the distributed coordination protocol. The coordination service maintains a
shared state, such as network topology information and controller assignments.

e Controllers periodically synchronize their local state with the shared state in the coordination service. This
synchronization is achieved by employing a combination of data replication, using flow tables. When a controller joins
or leaves the system, the coordination service notifies other controllers to update their view of the network and
redistribute the load if necessary.

* Load balancing across controllers can be achieved through dynamic redistribution of switches and their associated
flows. Controllers use load balancing algorithms based on factors like controller workload, switch capacity, and
network traffic patterns. When load balancing decisions are made, controllers negotiate and transfer the ownership of
switches and their flows based on the new load distribution. To handle controller failures, a fail-over mechanism is
necessary. When a controller fails, the coordination service detects the failure and triggers a fail-over process. The fail-
over process involves selecting a new controller to take over the responsibilities of the failed controller. The new
controller establishes connections with the switches managed by the failed controller, ensuring a seamless transition
without disrupting network operations.

e Controllers use a standard protocol, the OpenFlow, to communicate with the switches and exchange network control
messages. The coordination and synchronization mechanism discussed above enables controllers to exchange
coordination messages to maintain consistency and distribute control responsibilities.



Load Balancing

* Controllers exchange their load information with other controllers in the network. The Controller Election Process is
been implemented in the controller election process using the OpenFlow protocol. The controllers negotiate and decide
which controller will be the master and which will be the backup using protocols, such as OpenFlow’s Role Request
message.

e Each controller monitors its own load using metrics (CPU utilization, memory usage, or the number of active flows Each
controller compares its load metric with the load metrics received from other controllers. The comparison helps identify
the least loaded controller among the available options. If the controller determines that it is the least loaded based on
the load comparison, it continues to handle incoming traffic as usual. If the controller determines that another
controller has a lower load, it takes appropriate actions for load balancing. The load balancing decisions can be
implemented by modifying the flow table entries in the switches, redirecting traffic to the appropriate controllers based
on the load balancing algorithm. The SDN controllers use the OpenFlow protocol to install, update, or remove flow rules
dynamically to achieve load balancing.

* When a new request arrives at a switch, the switch forwards the request to its designated controller. The OpenFlow
protocol allows switches to direct incoming packets to a specific controller based on rules defined in the flow tables.
Configure the flow tables in the switches to match and forward the incoming requests to the appropriate controller
based on load balancing policies.

* Each switch maintains the load information received from the controllers it is connected to. The switch compares the
load information of the connected controllers. Based on the comparison, the switch selects the least loaded controller
as the destination for incoming requests.By leveraging the capabilities of the OpenFlow protocol, the switch can make
informed decisions about which controller to forward incoming requests to, ensuring load balancing among the
controllers in the SDN system.

 To implement load balancing, packet fields, such as source IP address, destination IP address, transport protocol are
record in the flow table entries to direct packets to the desired controller. We use the OpenFlow protocol to set the flow
action in the flow rules of the switches.



Performance evaluation- Experimental Setup

To evaluate the performance of the proposed mechanism we conducted a network simulation. We evaluated the
performance of our system in terms of load balancing in terms of response time, throughput, packet lost, delay and the
time overhead imposed by the controllers and switches to coordinate.

The coordination performance and scalability between controllers, switches and hosts also have been depicted according
to the scenario of routing several packets that are successfully routed (without traversing any failed link) to their
destinations. We emulate the performance using Mininet and Ryu [17] component-based software defined networking
framework. Ryu [17] provides software components with well- defined API that make it easy for developers to create new
network management and control applications. and created a topology of 10 SDN controllers, consisting of one master
controller and nine SDN controllers, along with 20 switches.

Master Controller: Controller M

SDN Controllers: Controller C1, Controller C2, Con-
troller C3, Controller C4, Controller C5, Controller C6,
Controller C7, Controller C8, Controller C9

Switches 1-20: S1, S2, S3, S4, S5, S6, S7, S8, S9, S10,
S11,S12,S513, S14, S15, S16, S17, S18, S19, S20

Master Controller M does not handle any switches directly. Each controller can handle up to three switches. We have
assigned an initial load distribution of switches to controllers. Controller C1: S1, S2, S3; Controller C2: S4, S5, S6; and
so on. We have set initial metric values for each controller ( CPU utilization, memory usage, number of active flows)
based on the simulation scenarios. Periodically collect metrics from each controller and switch and update the metric
values based on the simulated workload and network conditions.



Performance evaluation- Experimental Setup

Calculates a score for each controller based on the weighted metrics. Then
identifies the controller with the highest score as the "over loaded” controller
and the one with the lowest score as the “under loaded” controller.

Defines a threshold value to determine when a controller is considered
overloaded or under loaded. If the score difference between the overloaded
and under loaded controllers exceeds the threshold, initiate load
redistribution. Determines a subset of switches to be transferred from the
overloaded controller to the underloaded controller.

For example, if Controller C1 is overloaded and Controller C2 is under loaded, it
can transfer S1 and S2 from Controller C1 to Controller C2. It updates the flow
tables of the affected switches to redirect traffic to the under loaded
controller. The under loaded controller assumes control of the transferred
switches and their associated flows. According to the Master/slave constraint
the switch can be controlled by more than one SDN controllers but only one
master controller at time

Each controller is connected to the other controllers and the available
switches. Each controller can handle up to 3 switches, which are used as the

We emulate the performance for
three different scenarios of
workload to test the controllers
coordination and the management
of the switch. Our system shifts
dynamically the load across the
switches and the controllers. We
simulated three different
workloads to stress controllers
through adjusting the flow rate.
For the first scenario we sent 1000
packets in a time of 100ms, for the
second 2000pps and for the third
we flood the network to see how it
performs and how the nodes
coordinate under heavy load.

TABLE I

traffic generator to initiate UDP flows to any other host in the network. The

. . . . . NETWORK PERFORMANCE PACKETS SEND PER SECOND
performance of routing application is determined by the number of packets

that are successfully routed to their destinations. packets Average Time in ms | Packet loss
Workload A- 1000 0.041 12 %
Workload B- 2000 0.049 3 %
Workload C-5000 0.060 35 %




Performance evaluation
Results

*  We tested the communication between all nodes of the network for
a time duration of 100 sec, as in a OpenFlow network the controller Comparison of workload scenarios
response time directly affects the flow completion times. We
evaluated the average response time at 0.041 ms, for sending
packets throughout the network. The performance of routing
application is determined by the number of packets that are
successfully routed (without traversing any failed link) to their
destinations.

* To analyse the load balancing algorithm, we simulated different
network scenarios and workload conditions. Vary the weights

Average Time in ms

assigned to different metrics and observed the resulting load ( .
distribution among controllers. o

* We emulate the performance for three different scenarios where all
the controller synchronize at the same rate equal to (i) 0.041ms
(ii)0.049 ms, (iii)0.060 ms, (messages per second).



Performance evaluation
Results

* We evaluate the response time of the systems by hping
command. As Figure shows, the workload significantly
affected response time. Comparing the response time in
[5], it increases marginally up under workload B and goes
up higher under workload C. That is because once the
packet interval rate exceeded the capacity of the
controller, queuing causes response time to shoot up.
Finallyy, we measure the the time overhead caused by
assigning roles to the switches and the cost of switch
migration process in the compared system [5]. We
observe the migration process takes about 2ms under
workload A and increases as the. The failover process
takes about an average of 20ms, which mostly affected by
the failure detection based on heartbeat messages
provided by JGroups. In our proposed system, the average
required time for assigning Master role to a controller
node is 10,06 ms.

Comparingworkload and response time

Proposed System Compared System

Response Time in ms

o) @

Workloads - Packets per second



Performance evaluation
Results

* We also tested the packet loss. We define the delay to
have a normal distribution, which provides a more
realistic emulation of networks. As a result, all packets
leaving the controller C1 on its interface Cl-ethO will ” —
experience delay time which is normally distributed
between the range of 10ms £ 20ms, we have consider o
this delay due to the master election. Also NETEM
permits user to specify a distribution that describes how
delays vary in the network.

e Usually delays are not uniform, so it may be convenient
to use a non-uniform distribution such as normal. For
this test, we specified a normal distribution for the
delay in the emulated network. In a network, packets
may be lost during transmission due to factors such as
bit errors and network congestion. The rate of packets Workloads- Packets per second
that are lost is often measured as a percentage of lost
packets with respect to the number of sent packets. The
results indicated that there was a small and stable
packet loss starting with 1.2% up to 3.5 % and almost all
packets were received successfully.

Time in ms



Conclusion

 SDN aims to simplify network architecture and makes it possible to build programmable and agile
flexible networks. According to the experimental results that were presented, the proposed system
can efficiently coordinate and synchronize the controllers and switches of the network in stable and
low time, thus ensuring good performance at all times irrespective of the traffic dynamics. Also, it
supports high- throughput, fault- tolerance, and controller synchronization. The result of evaluation
showed that our method can improve the communication of all network nodes and improve the
throughput and response time of control plane. It can maintain system coordination and network
stability and the average response time in all workload tests are low.
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