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1. INTRODUCTION

- One of the most critical influence to signal propagation in wireless channels is fading

- The macroscopic fading, also called large scale or slow fading, and microscopic, called small scale or fast fading, can be considered as basic effects of wireless propagation.

- Macroscopic fading results from the shadowing effect by buildings, foliage and other objects

- Microscopic fading results from multipath propagation, which occurs in indoor environments, but also in both macrocellular and microcellular outdoor environments.
- Multiple rays arrive at the receiving antennas with different delays and make complex constructive or destructive fading.

- Also, we have to take into account reflections from buildings, towers, trees, and so on, as well as diffraction from edges and different obstacles as hill tops.

- Since the same signal arrives over several paths, their phases will be different, resulting in constructive or destructive fading amplitude.
- Fading in the mobile communications is different than this phenomenon in the situation with line-of-sight (LOS) where radio paths can be optimized.
- The mobile terminals may be fixed during the process of the telecommunication connection or data transfer, but they will be in motion more probably.
- When terminals are in motion, the propagation path characteristics are constantly changing and there is multipath propagation.
• Fading channel modeling is generally defined as the variation of the attenuation of a signal with various variables: time, geographical position, and radio frequency.
• Multipath is the appearance of non-line-of-sight (NLOS) signals at the receiver with a sufficiently short delay that leads to an undesired distortion of useful signal.
• Furthermore, it is important to find as accurate a way as possible to describe this phenomenon in wireless systems.
• Fading is modeled as a random process, i.e. random variable with a certain statistical distribution

• It is very important that this distribution describes the conditions in the wireless channel as closely as possible

• To exceed the gap between theoretical considerations and measurements performed in a fading environment, intensive investigations of new general fading distributions are being carried out

• There was a need to improve known, traditional models
In recent years, significant new results have been obtained in the study of the physical basis of fading, which are not taken into account in traditional models.

New models take into account such phenomena as:
- the nonlinearity of the radio wave propagation medium,
- the effects of radio wave scattering,
- the presence of dominant components,
- the cluster nature of multipath propagation, and
- the imbalance of quadrature signal components.

This lecture presents a description of non-traditional generalized fading models, shows the relationships between the models, and gives some calculated examples.
• Known distribution as are the Ricean and Nakagami-$m$ have benefits as fading models, but also some lacks
• For example, lacks are because of reflections and shadowing in the case of Ricean model
• Nakagami-$m$ is a more general statistical distribution with greater flexibility and accuracy in matching certain experimental data than Rayleigh, Rician and Nakagami-$q$
• For a long time, Nakagami-$m$ distribution was considered the most faithful representation of fading, but it cannot describe the LOS channels, but only scatter channels since it consists of both, line-of-sight (LOS) and NLOS components
• To overcome this drawback, Norman Beaulieu and Xie Jiandong defined new distribution, called based on their names Beaulieu-Xie (BX), for modeling wireless systems containing multiple dominant specular components

• The new distribution is suitable for modeling the fading channels with more LOS components and diffuse scattering components

• Because of that is necessary to develop new, powerful models in order to limit the errors induced by fading
In recent years, a significant number of distributions that present new generalized models of the communication channel with fading have also appeared.

These include such models as κ-μ, η-μ, η-κ, α-μ, λ-μ, η-λ-μ, α-κ-μ, α-η-μ, α-η-κ-μ, α-λ-μ-η, ...

There are the relationship between new and traditional models.

This consideration is tied to small-scale fading.
Beaulieu-Xie fading model
• The new fading model was introduced by Beaulieu and Xie to overcome these requirements and simultaneously includes both these models (Rician and Nakagami-\(m\)).
• BX fading model contains advantage of Nakagami-\(m\) model thanks to its flexible fading parameter and advantage of the Ricean model since its use of a non-central chi-distribution what allows description of both, LOS and NLOS fading channels.
• So, this fading distribution model describes fading channels with multiple dominant specular components and is given in closed-form.
The probability density function modelled by Beaulieu-Xie distribution:

\[
p_X(x) = 2e^{-\frac{m}{\Omega}x^2 + \lambda^2} \sum_{i=0}^{\infty} \frac{\lambda^{2i} x^{2i+2m-1}}{i! \Gamma(i+m)} \left( \frac{m}{\Omega} \right)^{2i+m}
\]

- \( m \) presents the fading severity parameter and controls the shape;
- \( \lambda \) presents the non-centrality parameter and controls the location and the height of the mode of the PDF;
- \( \Omega \) reflects the power and controls the spread;
- \( \lambda^2 \) represents the power of the LOS components, and
- \( \lambda^2/\Omega \) is the Rician \( K \)-factor representing the ratio between the total average power of the LOS components and the total average power of the scattered components.
• BX distribution is useful in presenting practical fading for the femtocells, millimeter (mmWave) and terahertz (THz) wireless communication systems, and also for 6G short distance random access channels, in the presence of more components obtained due to the reflection of the signal
• Thanks to the various values of its three parameters which characterize it, the BX fading model is very flexible.

• This is general distribution because it includes some others known distributions as special cases for different values of $m$ and $\lambda$:
  - $\kappa - \mu$ distribution,
  - Nakagami-$m$,
  - generalized Rician,
  - non-central chi,
  - and a few others included in them
The relationships between the Rayleigh, Ricean, Nakagami-$m$, and BX models.

The parameter $m$ and represent the fading severity parameter and $\lambda$ is non-centrality parameter.
The relationship between the BX distribution and other unimodal distributions

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-central chi-distribution</td>
<td>normalize by $\sqrt{\frac{2m}{\Omega}}$ and set $k$ to $\frac{2m}{\Omega}$</td>
</tr>
<tr>
<td>generalized Ricean distribution</td>
<td>normalize by $\sigma\sqrt{\frac{2m}{\Omega}}$ and set $n$ to $\frac{2m}{\Omega}$</td>
</tr>
<tr>
<td>$\kappa - \mu$ distribution</td>
<td>Substitute the parameters, $\mu = m$, $\kappa = m$ [19, Appendix A] into the $\kappa - \mu$ distribution, then normalize the random variable by $\sigma\sqrt{\frac{2m}{\Omega}}$.</td>
</tr>
</tbody>
</table>
Co-channel interference (CCI)

- The co-channel interference (CCI) exists when two or more devices are operating on the same frequency channel
  - This is actually the crosstalk from two different radio transmitters using the same frequency channel
  - The most common reasons causing CCI are: bad weather condition and bad frequency planning
  - The CCI can have the same distribution as fading in observed environment, but also it can be different
- CCI also contribute to a significant reduction in data rates and system performance degradation
Mitigation of fading – using of diversity combining systems

- In wireless communication systems, diversity methods play a main role in mitigating fading influence.
- One of the most important techniques is using a large number of receiving antennas.
- When diversity techniques are used, the probability that all signals on branches are seriously obstructed by fading is considerably reduced.
- The number of such approximately independent branches is called the diversity order.
There are several well-known techniques of receiver diversity combining:

- maximum-ratio combining (MRC),
- equal-gain combining (EGC),
- switch and stay combining (SSC),
- selection combining (SC)

MRC is optimal method in the sense of quality, but with highest price, whereas at other methods some information are lost in order to reduce the implementation price of the MRC.
• Selection combining (SC) is often used in spatial diversity systems
• SC combiner sample signals from $L$ antennas, sending the largest one to the demodulator
• SC diversity combining is not optimal technique since it does not use all the received signals (or signal to interference ratios), but is quite easy to implement
• The importance of SC receivers in wireless systems was shown through many papers in the literature dialing with this type of diversity combining.
The model of the SC diversity receiver with $L$ branches is shown:

- The SC receiver transmits to the user the signal from the input antenna whose value is the highest.
- The input signal are $x_i$ and the output signal is $x, i=1, 2, \ldots, L$.

- The CCI envelopes at the input are $y_i$, the output value is $y$.

- The input ratios of the useful signals and the CCIs are $z_i = x_i / y_i$, and output SIR is denoted with $z$:

$$ z = \max (z_1, z_2, \ldots, z_L) $$
Derivation of the Level Crossing Rate in Wireless Channel Limited by Beaulieu-Xie Fading and Co-Channel Interference
- In this example, we analyze wireless system with selection combining (SC) in the presence of Beaulieu-Xie fading and co-channel interference (CCI).

- For such scenario, the formula for level crossing rate (LCR) will be derived and some graphs plotted.

- Then, we examined the influence of the fading parameters having real physical meaning and allow setting up of the fading severities.
Each signal at the input of the receiver has the probability density function modelled by BX distribution:

\[
 p_{x_i}(x_i) = 2e^{-\frac{m_1}{\Omega_i}\left(x_i^2 + \lambda_i^2\right)} \sum_{i_1=0}^{\infty} \frac{\lambda_i^{2i_1}}{i_1!} \left(\frac{x_i}{\Omega_i}\right)^{2i_1 + m_1}
\]

The CCI envelope \( y_i \) is also under BX distribution:

\[
 p_{y_i}(y_i) = 2e^{-\frac{m_2}{s_i}\left(y_i^2 + \lambda_i^2\right)} \sum_{i_2=0}^{\infty} \frac{\lambda_i^{2i_2}}{i_2!} \left(\frac{y_i}{s_i}\right)^{2i_2 + m_2}
\]

where \( s_i \) stands for CCI power.

The ratio \( z_i \) of the useful signal and the CCI interference (SIR) at the \( i^{th} \) input branch in the SC receiver is: \( z_i = x_i / y_i \).
The PDF of SIR $z_i$ is:

$$p_{z_i}(z_i) = \int_0^\infty dy_i y_i p_{x_i}(z_i y_i) p_{y_i}(y_i) =$$

$$= 2e^{-\left(\frac{m_1}{\Omega_i} \lambda_1^2 + \frac{m_2}{s_i} \lambda_2^2\right)} \sum_{i_1=0}^\infty \sum_{i_2=0}^\infty \frac{\lambda_1^{2i_1} \lambda_2^{2i_2}}{i_1! i_2!}.$$

$$z_i^{2i_1 + 2m_1 - 1} m_1^{2i_1 + m_1} m_2^{2i_2 + m_2} \Omega_i^{i_2 - i_1 + m_2} s_i^{i_1 - i_2 + m_1} \frac{\Gamma(i_1 + i_2 + m_1 + m_2)}{\Gamma(i_1 + m_1) \Gamma(i_2 + m_2) \left(m_2 \Omega_i + m_1 s_i z_i^2\right)^{i_1 + i_2 + m_1 + m_2}}.$$
The cumulative distribution function (CDF) of the SIR $z_i$ is:

$$F_{z_i}(z_i) = \int_0^{z_i} p_{z_i}(t) dt = \frac{m_i \lambda_1^2 + m_2 \lambda_2^2}{\Omega_i} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \left( \frac{m_1}{\Omega_i} \right)^{i_1} \left( \frac{m_2}{s_i} \right)^{i_2} \frac{\lambda_2^{2i_2} \Gamma(i_1 + i_2 + m_1 + m_2) \Gamma(i_2 + m_2)}{i_1! i_2! \Gamma(i_1 + m_1) \Gamma(i_2 + m_2)} \frac{B_{m_i \lambda_1^1 \lambda_2^2}^{m_1, i_1 + m_1, i_2 + m_2}}{m_2 \Omega_i + m_1 s_i \lambda^n}$$

where with $B_{z_i}(a, b)$ is marked the incomplete Beta function.
The variance of $\hat{z}_i$ is:

$$\sigma_{\hat{z}_i}^2 = \frac{\pi^2 f_m^2}{y_i^2} \left( \frac{m_2 \Omega_i + m_1 s_i z_i^2}{m_1 m_2} \right)$$

The conditional probability density functions of $z_i$ and $\hat{z}_i$ are:

$$p_{\hat{z}_i} \left( \hat{z}_i \mid z_i, y_i \right) = \frac{1}{\sqrt{2\pi \sigma_{\hat{z}_i}}} e^{-\frac{z_i^2}{2\sigma_{\hat{z}_i}^2}}$$

$$p_{z_i} \left( z_i \mid y_i \right) = \left| \frac{dx_i}{dz_i} \right| p_{x_i} \left( z_i, y_i \right) = y_i p_{x_i} \left( z_i, y_i \right)$$

conditional joint PDF of $y_i$, $z_i$, and $\hat{z}_i$ is:

$$p_{\hat{z}_i z_i y_i} \left( \hat{z}_i, z_i, y_i \right) = p_{\hat{z}_i} \left( \hat{z}_i \mid z_i, y_i \right) p_{x_i} \left( z_i, y_i \right) p_{y_i} \left( y_i \right) y_i$$

The joint JPDF of $z_i$ and $\hat{z}_i$ is:

$$p_{\hat{z}_i z_i} \left( \hat{z}_i, z_i \right) = \int_0^\infty p_{\hat{z}_i z_i y_i} \left( \hat{z}_i, z_i, y_i \right) dy_i$$
- LCR of SIR $z_i$ is:

$$N_{z_i}(z_i) = \int_0^\infty \hat{z}_i p_{\hat{z}_i z_i}(\hat{z}_i z_i) d\hat{z}_i =$$

$$= \sqrt{2\pi} f_m \frac{m_1 \lambda_1^2 + m_2 \lambda_2^2}{e^{\Omega_i}} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{\lambda_1^{2i_1} \lambda_2^{2i_2} z_i^{2i_1 + 2i_2 - 1}}{i_1! i_2!}.$$

$$\Omega_i = m_1 \left( i - \frac{1}{2} \right) \lambda_1 + \frac{1}{2} \lambda_2 + \frac{1}{2} m_1 \lambda_1^2 + \frac{1}{2} m_2 \lambda_2^2 - \frac{1}{2} \Gamma \left( i_1 + i_2 + m_1 + m_2 - 1 / 2 \right) \Gamma \left( i_1 + m_1 \right) \Gamma \left( i_2 + m_2 \right) \left( m_2 \Omega_i + m_1 s_i z_i^2 \right)^{i_1 + i_2 + m_1 + m_2 - 1}.$$
The LCR for the output SIR \( z \) is given by:

\[
N_{z|\Omega,s_i}(z) / f_m = L\left(F_{z_i}(z_i)\right)^{L-1} N_{z_i}(z_i) = \\
= \frac{L\sqrt{2\pi}}{e^{\Omega_i}} \frac{m_1 \lambda_1^2 + m_2 \lambda_2^2}{s_i} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{\lambda_1^{2i_1} \lambda_2^{2i_2}}{i_1! i_2!}.
\]

\[
\frac{z_i^{2i_1+2m_1-1} \Omega_i^{i_2-i_1+m_2-\frac{1}{2}}}{s_i^{i_1-i_2+m_1-\frac{1}{2}}} \frac{1}{2} m_1^{2i_1+m_1-\frac{1}{2}} m_2^{2i_2+m_2-\frac{1}{2}} \Gamma\left(\frac{i_1 + i_2 + m_1 + m_2 - 1}{2}\right) \Gamma\left(\frac{i_1 + m_1}{2}\right) \Gamma\left(\frac{i_2 + m_2}{2}\right) \left(m_2 \Omega_i + m_1 s_i z_i^2\right)^{i_1+i_2+m_1+m_2-1}
\]

\[
= \left( e^{-\left(\frac{m_1 \lambda_1^2 + m_2 \lambda_2^2}{\Omega_i}\right)} \sum_{i_1=0}^{\infty} \sum_{i_4=0}^{\infty} \left(\frac{m_1}{\Omega_i}\right)^{i_1} \left(\frac{m_2}{s_i}\right)^{i_4} \frac{\lambda_1^{2i_1} \lambda_2^{2i_4}}{i_1! i_4!} \Gamma\left(\frac{i_3 + i_4 + m_1 + m_2}{2}\right) \Gamma\left(\frac{i_3 + m_1}{2}\right) \Gamma\left(\frac{i_4 + m_2}{2}\right) \cdot \frac{m_1 s_i z_i^2}{m_2 \Omega_i + m_1 s_i z_i^2} \left(i_3 + m_1, i_4 + m_2\right) \right)^{L-1}
\]
We plotted a few graphs based on formula for LCR, normalized by $f_m$, versus output SIR in order to analyze the impact of BX fading and CCI parameters on the concerned characteristic. We assumed that the correlation between the input branches in the SC receiver is minimal.

From this figure, one can see that due to the increase of the BX fading parameter $m_I$, the LCR decreases and the system has better characteristics, according to theory.
It is also possible to see that LCR decreases when BX fading parameter $\lambda_1$ increases, for small SIR values, $z<0$. This increasing of $\lambda_1$ improves the system performance. For big $z$, the situation is the opposite. Finally, with an increase of signal power $\Omega$, LCR increases for all values of $z$.

From graphs in Fig. 2, the impact of $m_2$ is noticeable for $z>0$. In this situation, the LCR decreases with increasing $m_2$. From this figure is also visible that the LCR decreases with increasing $\lambda_2$ for $z>0$. 

Normalized LCR of SC receiver versus output SIR for different values of CCI parameters $m_2$ and $\lambda_2$. 
- Opposite situation is for $z < 0$, when LCR increases with increasing $m_2$. So, increasing in $m_2$ and $\lambda_2$ improve the system performance for bigger SIRs $z$.

- It is possible to notice that the LCR increases with an increase of CCI power $s$ for all $z$. Also, from this figure is visible that LCR decreases with the increasing of the number of branches $L$, but with the increase in the power of the useful signal, the further increase in the number of branches has no sense or economic justification.
The papers with Beaulieu-Xie fading


The CCI envelope $y_i$ is under Rician distribution:

$$p_{Y_i}(y_i) = 2e^{-\frac{(1+K_i)y_i^2}{s_i}} - K_i \sum_{i_2=0}^{\infty} \frac{K_i^{i_2} y_i^{2i_2+1}}{i_2! \Gamma(i_2 + 1)} \left(1 + \frac{K_i}{s_i}\right)^{i_2+1}$$

$s_i$ is CCI power, and $K_i$ is Rician factor equal to the ratio of direct and scattered components.
The PDF is:

\[ p_{z_i}(z_i) = \int_0^\infty p_{x_i}(z_i, y_i) p_{y_i}(y_i) \, dy_i = \]

\[ = 2e^{-\frac{m^2}{\Omega} - K_i} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{K_i^{i_2}}{i_1!i_2!} \]

\[ \times \frac{\lambda^{2i_1} z_i^{2i_1 + 2m - 1} m^{2i_1 + m} s_i^{i_1 + m} (1 + K_i)^{i_2 + 1} \Gamma(i_1 + i_2 + m + 1)}{\Gamma(i_1 + m) \Gamma(i_2 + 1) \Omega_i^{i_1 - i_2 - 1} \left( \Omega(1 + K_i) + ms_i z_i^2 \right)^{i_1 + i_2 + m + 1}} \]
The formula for LCR of SIRs $z_i$ is:

$$N_{z_i}(z_i) = \int_0^\infty \dot{z}_i \, d\dot{z}_i \int_0^\infty p_{\dot{z}_i}(\dot{z}_i \, | \, z_i, y_i) \, p_y(y_i) \, y_i \, p_x(z_i, y_i) \, dy_i =$$

$$= \frac{f_m \sqrt{2\pi}}{e^{K_i + (m\lambda^2 / \Omega)}}$$

$$\times \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{m^{2i_1+m-1/2} \, K_i^{i_2} \lambda^{2i_1} z_i^{2i_1+2m-1} s_i^{i_1+m-1/2} \, \Gamma(i_1+1)\Gamma(i_2+1) \, \Omega^{i_1-i_2-1/2} \, (1+K_i)\Omega+ms_i z_i^2)^{i_1+i_2+m}}{\Gamma(i_1+m)\Gamma(i_2+1)\Omega^{i_1-i_2-1/2} \, ((1+K_i)\Omega+ms_i z_i^2)^{i_1+i_2+m}}$$
The formula for LCR for the output SIR $z$ is given by:

$$N_{z|\Omega,s_i}(z) = L \left( F_{z_i}(z_i) \right)^{L-1} N_{z_i}(z_i) =$$

$$L \frac{f_m \sqrt{2\pi}}{K_i + (m\lambda^2/\Omega)} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{K_i^{i_2}}{i_1! i_2!}$$

$$m^{2i_1+m-1/2} \lambda^{2i_1} z_i^{2i_1+2m-1} s_i^{i_1+m-1/2} \left( K_i + 1 \right)^{i_2+1/2} \Gamma \left( i_1 + i_2 + m + 1/2 \right) \Gamma \left( i_1 + m \right) \Gamma \left( i_2 + 1 \right) \Omega^{i_1-i_2-1/2} \left( (1+K_i)\Omega + m s_i z_i^2 \right)^{i_1+i_2+m}$$

$$\left\{ e^{-K_i} \sum_{i_3=0}^{\infty} \sum_{i_4=0}^{\infty} \frac{K_i^{i_4} \lambda^{2i_3} \Gamma \left( i_3 + i_4 + m + 1 \right) \left( m \right)^{i_3}}{i_3! i_4! \Gamma \left( i_3 + m \right) \Gamma \left( i_4 + 1 \right)} \left( \frac{m}{\Omega} \right)^{i_3} B \frac{m s_i z_i^2}{\Omega (1+K_i) + m s_i z_i^2} \right\}^{L-1} (i_3 + m, i_4 + 1)$$
Normalized LCR of multi-branch SC receiver versus SIR for different values of BX fading parameter $m$ and Rician factor $K$
Normalized LCR of multi-branch SC receiver versus SIR for different values of BX fading parameter $\lambda$ and number of branches $L$.
The CCI envelope $y_i$ is under $\kappa$-$\mu$ distribution:

$$p_{y_i}(y_i) = \frac{2e^{-\mu(1+\kappa)}s_i^2}{e^{\mu\kappa}} \sum_{i_2=0}^{+\infty} \frac{\mu^{2i_2+\mu} \kappa^{i_2} y_i^{2i_2+2\mu-1}}{\Gamma(i_2 + \mu)i_2!} \left(\frac{1+\kappa}{s_i}\right)^{i_2+\mu}$$

The $\kappa$-$\mu$ distribution is characterized by two parameters:

- $\kappa$ is called Rician factor, $\kappa=K$, and
- $\mu$ presents the number of clusters in the propagation channel.

The mean square values of the CCI envelopes are marked by $s_i$:

$$s_i = \overline{y_i^2}$$
Derivation of SIR Based LCR at the SC Receiver Output for BX Fading and κ-μ CCI

- The final expression for LCR is:

\[
N_{x_i|\Omega_i s_i}(z) = \frac{L \sqrt{2\pi f_m}}{e^{(\mu \kappa + m \lambda^2 / \Omega_i) L}} \times \\
\times \sum_{i_1=0}^{+\infty} \sum_{i_2=0}^{+\infty} \frac{\mu^{2i_2 + \mu - 1/2} m^{2i_1 + m - 1/2} \lambda^{2i_i \kappa} z_i^{2i_1 + 2m - 1} \Omega_i^{i_2 - i_1 + \mu - 1/2}}{i_1! i_2! \Gamma(i_1 + m) \Gamma(i_2 + \mu)} \times \\
\times s_i^{i_1 + m - 1/2} (1 + \kappa)^{i_2 + \mu - 1/2} \Gamma(i_1 + i_2 + \mu + m - 1/2) \\
\times \left( \mu \Omega_i (1 + \kappa) + m s_i z_i^2 \right)^{i_1 + i_2 + \mu + m - 1} \times \\
\times \left( \sum_{i_3=0}^{+\infty} \sum_{i_4=0}^{+\infty} \frac{(\mu \kappa) i_4 \Gamma(i_3 + i_4 + m + \mu)}{i_3! i_4! \Gamma(i_3 + m)} \left( \frac{m}{\Omega_i} \right)^{i_4} \right) \times \\
\times \frac{\lambda^{2i_3}}{\Gamma(i_4 + \mu)} B_{\frac{m s_i z_i^2}{\mu \Omega_i (1 + \kappa) + m s_i z_i^2}}^{i_3 + m, i_4 + \mu} \right)^{L-1}
\]
In this figure, SIR based LCR, normalized by Doppler frequency $f_m$ is presented for changeable BX fading parameter $\lambda$ and power $\Omega$. Other parameters remain constant, as well as CCI parameters.

An increase in $\lambda$ causes a decrease of LCR for negative values of output SIR $z$ (i.e. bigger CCI), while for positive values of SIR, LCR decreases.

When LCR decreases, the system improves.

Improvement also exists when the power $\Omega$ increases.
In the next figure, the normalized LCR is shown for variable fading severity $m$ and number of branches $L$ at the input. 

- We can see how increasing of $L$ improves system characteristics. For higher values of $z$, the influence of increasing of $L$ is not significant.
- When parameter $m$ increases, the LCR is reducing and system has better performance.

![Normalized LCR for various values of fading severity $m$ and number of branches $L$.](image)
The impact of CCI parameters is shown in this figure:

- When $\mu$ increases, the LCR for $z$ less than zero.
- When CCI power $s$ increases, performance deteriorates.
- When the parameter $\kappa$ increases for negative $z$ values, LCR is constant, whereas for positive $z$ values it decreases and the system has better performance.
α-μ distribution
Moment Generating Function Based Calculation of Average Bit Error Probability in an $\alpha$-$\mu$ Fading Environment with Selection Diversity Receiver
- We consider in this part the $\alpha$-$\mu$ distribution

- The $\alpha$-$\mu$ distribution is introduced as a small-scale fading model

- The $\alpha$-$\mu$ distribution model includes the nonlinearity of the propagation medium since the assumption of a homogeneous diffuse scattering field is only an approximation

- Actually, this is generalized Gamma distribution that includes some other distributions
- Actually, $\alpha$-$\mu$ distribution is generalized Gamma distribution that includes some other distributions

- Among them are:
  - Nakagami-$m$ ($\alpha = 2, \mu = m$),
  - Weibull (when $\mu = 1$),
  - Rayleigh ($\mu = 1$ and $\alpha = 2$),
  - Negative exponential ($\mu = 1$ and $\alpha = 2$), and
  - One-sided Gaussian distribution ($\mu = 1$ and $\alpha = 2$).
The influence of the CCI is studied along with the influence of fading

We made in this paper MGF based calculation of the Average Bit Error Probability (ABEP) in an $\alpha$-$\mu$ fading and CCI environment

SC diversity receiver is used to mitigate the influences of these disturbances
We choose to discuss MGFs since they are useful in analysis of sums of Random Variables (RVs).

Namely, the MGF of RV gives all moments of that RV.

This fact gives the name to the Moment Generating Function.

Second, the MGF (if it exists) uniquely determines the distribution. So, if two RVs have the same MGF, then they must have the same distribution.

Thus, if the MGF of a RV is found, its distribution is determined.
The transmitted signal has the $\alpha$-$\mu$ distribution:

$$p_{x_i}(x_i) = \frac{\alpha \mu_i \mu_1 x_i^{\alpha_1-1} e^{-\mu_i x_i^{\alpha_1}}}{\Omega_i \mu_1 \Gamma(\mu_1)}$$

Here, parameter $\alpha$ characterizes nonlinearity of the propagation environment; parameter $\mu$ is the number of clusters in that environment, $\Omega_i$, $i=1, 2, \ldots, L$, represents the mean values of the input signals powers, and $\Gamma(\cdot)$ is the Gamma function.

The CCI is also under $\alpha$-$\mu$ distribution:

$$p_{y_i}(y_i) = \frac{\alpha \mu_2 \mu_2 y_i^{\alpha_2-1} e^{-\mu_2 y_i^{\alpha_2}}}{s_i \mu_2 \Gamma(\mu_2)}$$

$s_i$ are average powers of the CCI.
The PDFs of the SIRs $z_i$ are mathematically given as:

$$p_{z_i}(z_i) = \int_0^\infty y_i p_{x_i}(z_i y_i) p_{y_i}(y_i) dy_i =$$

$$= \frac{\alpha \mu_1^{\mu_1} \mu_2^{\mu_2} z_i^{\alpha \mu_1^{-1}} \Omega_i^{\mu_2} s_i^{\mu_1} \Gamma(\mu_1 + \mu_2)}{\Gamma(\mu_2) \Gamma(\mu_1) \left(\Omega_i \mu_2 + \mu_1 s_i z_i^\alpha\right)^{\mu_1 + \mu_2}}$$

The expression for CDF of $z_i$ is:

$$F_{z_i}(z_i) = \int_0^{z_i} p_{z_i}(t) dt =$$

$$= \frac{\Gamma(\mu_1 + \mu_2)}{\mu_1 \Gamma(\mu_2) \Gamma(\mu_1)} \sum_{j=0}^{\infty} \frac{(\mu_1)_j (1 - \mu_2)_j}{j!(\mu_1 + 1)_j} \left(\frac{\mu_1 s_i z_i^\alpha}{\Omega_i \mu_2 + \mu_1 s_i z_i^\alpha}\right)^{j + \mu_1}$$
- In SC combining, the strongest signal from $L$ received signals is processed to the user
- The PDF of the SIR $z$ from SC receiver in our scenario is:

$$p_{z_i}(z) = \frac{L\alpha \mu_2 \alpha \mu_1^{-1} \Omega_i \mu_2 \mu_i}{\mu_1^{L-\mu_1-1} \left( \Omega_i \mu_2 + \mu_1 s_i z_i^\alpha \right)^{\mu_1+\mu_2}}.$$

$$\cdot \left( \frac{\Gamma(\mu_1 + \mu_2)}{\Gamma(\mu_2) \Gamma(\mu_1)} \right)^L \left( \sum_{j=0}^{+\infty} \frac{(\mu_1)_j (1-\mu_2)_j}{(\mu_1+1)_j j!} \left( \frac{\mu_1 s_i z_i^\alpha}{\Omega_i \mu_2 + \mu_1 s_i z_i^\alpha} \right)^j \right)^{L-1}.$$
The main formula for derivation the MGF is:

$$M_z(h) = e^{zh} = \int_0^\infty e^{-zh} p_{z_i}(z) \, dz$$

For our case MGF is:

$$M_z(h) = \frac{L\alpha}{2\sqrt{\pi} \mu_1^{L-1}} \left( \frac{\Gamma(\mu_1 + \mu_2)}{\Gamma(\mu_2)\Gamma(\mu_1)} \right)^L \left( \frac{\mu_2 \Omega_i}{\mu_1 s_i} \right)^{\mu_1 L(a-2)} \frac{1}{\Gamma(jL - j + \mu_1 L + \mu_2)} \cdot \left( \sum_{j=0}^{+\infty} \frac{(\mu_1)_j (1 - \mu_2)_j}{(\mu_1 + 1)_j j!} \left( \frac{\mu_2 \Omega_i}{\mu_1 s_i} \right)^{j(a-2)} \right)^{L-1} \left( \frac{\mu_2 \Omega_i}{\mu_1 s_i} \right)^{h^2 \mu_2 \Omega_i} \left( \frac{4 \mu_1 s_i}{(2 - \alpha) \left( \frac{\alpha jL - \alpha j + \alpha \mu_1 L}{2} \right) + 2 \mu_2} \right), 0, \frac{1}{2} \right)$$

where $G(\cdot)$ is the Meijer’s G-function.
The ABEP is among performance that describes the nature of the system behavior on the best manner and is used the most often to describe that behavior.

So, the determining the ABEP in the simplest possible way is of great importance.

The difficulty in evaluating the ABEP is that the conditional BEP is a nonlinear function of the SNR or SIR.

The nonlinearity is a consequence of the modulation/detection scheme.

This is the reason for considering the MGF-based approach to determine ABEP.
• By utilizing the expression for MGF, the ABEP for non-coherent BFSK and BDPSK modulations will be:

\[ P_{be}(\Omega_0) = 0.5M_z(0.5) \]

\[ P_{be}(\Omega_0) = 0.5M_z(1) \]
A. Binary Frequency Shift Keying (BFSK) Modulation

Fig 2. ABEP versus SIR for BFSK modulation when parameters $\alpha$ and $\mu_1$ are changing.

Fig 3. ABEP versus SIR for BFSK modulation with variable parameters $\mu_2$ and $L$.

In these figures, the curves for ABEP in the case with BFSK modulation, versus SIR, $w = \Omega/s$, at the output of the SC receiver with $L$ branches, are presented.
First, the ABEP is presented for BFSK modulation and dual branch SC receiver \((L=2)\), with \(\mu_2=1\), while parameters \(\alpha\) and \(\mu_1\) are changing.

The ABEP grows with an increasing in parameter \(\alpha\). This means that system performance gets worse. When the parameter \(\mu_1\) increases, the ABEP decreases and the system has better performance.

Then, the ABEP is plotted versus SIR for BFSK modulation with variable parameters \(\mu_2\) and \(L\), and \(\alpha=1, \mu_2=1\).

The increase in the parameter \(\mu_2\) has no greater influence on the ABEP, while with the increase in the number of branches \(L\), the ABEP decreases significantly and the system has better performance.
**B. Binary Differential Phase – Shift Keying (BDPSK) Modulation**

Now, the curves for ABEP versus SIR at the output of SC receiver with \( L \) branches are presented for BDPSK modulation.

ABEP versus SIR for BDPSK modulation when parameters \( \alpha \) and \( \mu_1 \) are changing.

ABEP versus SIR for BDPSK modulation when parameters \( \mu_2 \) and \( L \) are changing.
• First graph is for dual branch SC receiver \((L=2)\).

• In this figure \(\mu_2=1\), and parameters \(\alpha\) and \(\mu_1\) took several values.

• It is visible from this figure that the ABEP grows when the parameter \(\alpha\) increases. This happening makes the system performance to be worse.

• When the parameter \(\mu_1\) increases, the ABEP decreases, improving the system performance.
In the last figure, the ABEP is presented versus SIR for BDPSK modulation with parameters $\mu_2$ and $L$ that are changing, and the parameters: $\alpha=1$, $\mu_1=1$.

One can conclude that the increase in the parameter $\mu_2$ is without significant impact on the ABEP, while with the increase in the number of branches $L$, the ABEP drops significantly.

This leads to improvement of the system performance and is in accordance with theoretical assumptions.

Comparing the results from these figures, we can conclude that the system has better performance with smaller ABEP in the case of using BDPSK than BFSK modulation.
• One of the main contributions of this result is that it can be used to determine the ABEP of wireless systems in the presence of other types of fading: Rayleigh, Nakagami-\(m\), Weibull, and One-sided Gaussian, in the presence of CCI, by setting certain special values for parameters \(\alpha\) and \(\mu\)

• 8. Dragana Krstic, Suad Suljovic, Nenad Petrovic, Zoran Popovic, Sinisa Minic, „MGF Based Calculation and Simulation of ABEP for Multi-branch SC Receiver in an Environment under α-κ-μ Fading and Co-channel Interference“, Fifth International Balkan Conference on Communications and Networking, BalkanCom'22, August 22-24, 2022, Sarajevo, Bosnia and Herzegovina, pp. 26-30. DOI: 10.1109/BalkanCom55633.2022.9900869


The $\alpha$-$\kappa$-$\mu$ distribution
• $\alpha\kappa\mu$ distribution fits very well with experimental data
• It provides a general multipath model for a nonlinear line-of-sight (LOS) propagation scenario with two or more clusters
• Three parameters describe this distribution
  - parameter $\alpha$ (related to the non-linearity of propagation environment),
  - the Rician factor $\kappa$ (the ratio of the powers of dominant and scattered components), and
  - $\mu$ (the number of clusters in the propagating channel)
• The $\alpha$-$\kappa$-$\mu$ multipath fading is more severe for lower values of Rician $\kappa$ factor and parameter $\mu$

• When parameter $\mu$ tends to infinity, $\alpha$-$\kappa$-$\mu$ fading channel becomes a channel without fading effects.

The $\alpha$-$\kappa$-$\mu$ multipath fading is more severe for lower values of Rician $\kappa$ factor and parameter $\mu$

• When parameter $\mu$ tends to infinity, $\alpha$-$\kappa$-$\mu$ fading channel becomes a channel without fading effects.
• Since $\alpha$-$\kappa$-$\mu$ distribution is general distribution, some other fading distributions are included in $\alpha$-$\kappa$-$\mu$ distribution as particular cases:
  • $\alpha$-$\mu$ distribution for $\kappa=0$,
  • $\kappa$-$\mu$, for $\alpha=0$,
  • Weibull for $\kappa=0$ and $\mu=0$,
  • Nakagami-$m$ for $\alpha=2$ and $\kappa=0$,
  • Ricean by placing $\mu=1$, and $\alpha=2$,
  • Rayleigh by setting $\alpha=2$, $\kappa=0$ and $\mu=1$,
  • and one-sided Gaussian.
Moment Generating Function Based Calculation of Average Bit Error Probability for Multi-branch SC Receiver in an Environment under $\alpha$-$K$-$\mu$ Fading and Co-channel Interference
Useful signal envelope is modelled by the $\alpha$-$\kappa$-$\mu$ distribution:

$$
p_{x_i}(x_i) = \frac{\alpha}{e^{\mu K}} \sum_{i_1=0}^{\infty} \frac{\mu^{2i_1+\mu} K^{i_1} x_i^{\alpha i_1 + \alpha + 1}}{i_1! \Gamma(i_1 + \mu)} \left( \frac{1 + K}{\Omega_i} \right)^{i_1 + \mu} e^{-\frac{\mu(1+K)}{\Omega_i} x_i^\alpha}
$$

where parameter $\alpha$ represents nonlinearity of propagation environment, parameter $K$ is Rician factor, parameter $\mu$ shows the number of clusters in propagation environment, $\Omega_i$ represents the mean values of the input signals powers, and $\Gamma(\cdot)$ is Gamma function.
The CCI also follows $\alpha$-$\kappa$-$\mu$ distribution:

$$
 p_{y_i}(y_i) = \frac{\alpha}{e^{\mu K}} \sum_{i_2=0}^{\infty} \frac{\mu^{2i_2+\mu} K^{i_2} y_i^{\alpha i_2+\alpha\mu-1}}{i_2! \Gamma(i_2+\mu)} \left( \frac{1+K}{s_i} \right)^{i_2+\mu} e^{-\frac{\mu(1+K)}{s_i} y_i^\alpha}
$$

where $s_i$ are average powers of the CCI $y_i$.

The ratios of the desired signal and the co-channel interference at the $i^{th}$ input branch of the SC combiner are:

$$
 z_i = x_i / y_i, \; x_i = z_i y_i
$$
The PDF of the SIRs $z_i$ are derived as:

$$p_{z_i}(z_i) = \int_0^{+\infty} y_i p_{x_i}(y_i z_i) p_{y_i}(y_i) dy_i =$$

$$= \frac{\alpha}{e^{2\mu K}} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{\mu^{i_1+i_2} K^{i_1+i_2} \Omega_i^{i_2+\mu} s_i^{i_1+\mu} z_i^{\alpha i_1+\alpha i_2-1}}{i_1!i_2! i_1+i_2+2\mu} \Gamma(i_1+\mu) \Gamma(i_2+\mu)$$

The expression for CDF of $z_i$ is:

$$F_{z_i}(z_i) = \frac{1}{e^{2\mu K}} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \sum_{i_3=0}^{\infty} \frac{(i_1+\mu)_{i_3} (1-i_2-\mu)_{i_3} (\mu K)^{i_1+i_2} \Gamma(i_1+i_2+2\mu)}{i_1!i_2!i_3! (i_1+\mu)(i_1+\mu+1)_{i_3} \Gamma(i_1+\mu) \Gamma(i_2+\mu)} \left(\frac{s_i z_i^{\alpha}}{\Omega_i + s_i z_i^{\alpha}}\right)^{i_1+i_2+i_3+\mu}$$
The PDF of the output SIR $z$ may be calculated using next formula:

$$p_{z_i}(z) = L p_{z_i}(z_i) (F_{z_i}(z_i))^{L-1} =$$

$$= \frac{\alpha L}{e^{2\mu K}} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{(\mu K)^{i_1+i_2} \Omega_i^{i_2+\mu} s_i^{i_1+\mu} z_i^{\alpha i_1+\alpha i_2-1} \Gamma(i_1+i_2+2\mu)}{i_1! i_2! \Gamma(i_1+\mu) \Gamma(i_2+\mu) (\Omega_i + s_i z_i^\alpha)^{i_1+i_2+2\mu}} \cdot \left( \frac{1}{e^{2\mu K}} \sum_{i_3=0}^{\infty} \sum_{i_4=0}^{\infty} \sum_{i_5=0}^{\infty} \frac{(i_3+\mu)_i (1-i_4-\mu)_i (\mu K)^{i_3+i_4} \Gamma(i_3+i_4+2\mu)}{i_3! i_4! i_5! (i_3+\mu)(i_3+\mu+1)_i \Gamma(i_3+\mu) \Gamma(i_4+\mu) (\Omega_i + s_i z_i^\alpha)^{i_3+i_4+\mu}} \right)^{L-1}$$
MGF is:

\[ M_z (h) = M_z (h) = \int_0^\infty dz e^{-zh} P_{z_i} (z) = \frac{\alpha}{2\sqrt{\pi} e^{2\mu K}} \sum_{i_1=0}^\infty \sum_{i_2=0}^\infty (\mu K)^{i_1+i_2} \left( \frac{\Omega_i}{s_i} \right)^{2} \frac{\Gamma (i_1+i_2+2\mu)}{\Gamma(i_1+\mu)\Gamma(i_2+\mu)} \]

\[ \cdot \frac{1}{e^{2\mu K}} \sum_{i_1=0}^\infty \sum_{i_2=0}^\infty \sum_{i_5=0}^\infty (i_3+\mu)^{i_3} (1-i_4-\mu)^{i_4} (\mu K)^{i_1+i_4} (i_3+\mu+1)^{i_5} \Gamma (i_3+\mu) \Gamma (i_4+\mu) \left( \frac{\Omega_i}{s_i} \right)^{2} \left( \frac{(i_3+i_5)(a-2)}{\Gamma (i_1+i_2+2L)\Gamma (i_2+\mu)} \right)^{L-1} \]

\[ \cdot \frac{1}{\Gamma(i_1+i_2+L_i_3-i_3+L_i_5-i_5+L\mu+\mu)} G_{13}^{31} \left( \frac{\Omega_i}{4\left( s_i \right)} \right) \right) \frac{1}{2} \right) \]

where G[·] is the Meijer’s G-function.

Using the MGF expression, the ABEP for non-coherent BFSK and BDPSK modulation can be calculated by:

\[ P_{be} (\Omega_0) = 0.5 M_z (0.5); \text{ for BFSK}, \quad P_{be} (\Omega_0) = 0.5 M_z (1); \text{ for BDPSK} \]
- ABEP of multi-branch SC receiver output SIR in the presence of generalized $\alpha-\kappa-\mu$ fading and CCI for two or more SC combiner inputs and two different modulations: BDPSK and BFSK modulations.
For BFSK and BDPSK, it can be noticed that the ABEP grows and the system performance gets worse when parameter $\alpha$ increases.

It is also visible that the ABEP decreases with increasing of the SIR $w$, Rician factor $K$, number of clusters $\mu$ and number of input branches in the SC combiner, $L$, and the system performance is significantly improved. Since parameter $K$ represents the ratio between the total power of the dominant components and the total power of the scattered waves, it is clear that bigger values of $K$ lead to smaller values of ABEP.

Also, higher values of the SIR $w$ give lower ABEP and better system performance. Further, an increasing of the number of input branches $L$ means better possibilities for combiner to choose antenna with higher SIR.

Finally, since within each cluster there is a dominant component, bigger number of clusters $\mu$ leads to lower values of ABEP. These conclusions follow theoretical assumptions. Comparing the results from these two figures, we can conclude that the system is more stable and the ABEP is smaller in the case of BDPSK than BFSK modulation.
SC Diversity Receiver Outage Probability in the Presence of Beaulieu-Xie Fading and $\kappa-\mu$ Co-Channel Interference
Each signal at the input of the SC diversity receiver has the probability density function (PDF) modelled by the BX distribution:

\[
p_{X_i}(x_i) = 2e^{-\frac{m}{\Omega_i}(x_i^2 + \lambda^2)} \sum_{i_1=0}^{\infty} \frac{\lambda^{2i_1} x_i^{2i_1+2m-1}}{i_1! \Gamma(i_1 + m)} \left( \frac{m}{\Omega_i} \right)^{2i_1+m}
\]

From Bealieu-Xie distribution, the Rician distribution may be obtained by putting parameter \( m = 1 \), and Nakagami-\( m \) distribution will be obtained if non-central parameter \( \lambda = 0 \).

Also, if non-central parameter \( \lambda = 0 \), the Rician distribution converges to a Rayleigh model; the same result is achieved for \( m=1 \) applied to a Nakagami-\( m \) distribution.
The CCI follows $\kappa$-$\mu$ distribution:

$$p_{y_i}(y_i) = \frac{2e^{-\frac{1}{s_i}y_i^2}}{e^{\mu\kappa}} \sum_{i_2=0}^{+\infty} \frac{\mu^{2i_2+\mu} \kappa^{i_2} y_i^{2i_2+2\mu-1}}{\Gamma(i_2+\mu)i_2!} \left(\frac{1+\kappa}{s_i}\right)^{i_2+\mu}.$$

The $\kappa$-$\mu$ distribution, is characterized by two parameters, $\kappa$ and $\mu$.

Here, parameter $\kappa=K$ is called Rician factor and equals to the ratio of the dominant and scattered components, parameter $\mu$ represents the number of clusters in the propagation environment, the mean square values of the CCI envelopes are denoted by $s_i, i=1,2, \ldots, L$.

The SIR $z_i$ has the PDF given by:

$$p_{z_i}(z_i) = \int_0^\infty p_{x_i}(z_i/y_i) p_{y_i}(y_i) y_i \, dy_i = \frac{2}{\mu\kappa+\frac{m}{\Omega} \lambda^2} \sum_{i_1=0}^{+\infty} \sum_{i_2=0}^{+\infty} \frac{z_i^{2i_1+2m-1}}{i_1!i_2!} \cdot \frac{\lambda^{2i_1+\mu} \mu^{2i_2+\mu} \kappa^{i_2} \Omega^{i_2-i_1+\mu} s_i^{i_1+i_2+\mu+m} m^{2i_1+m} \Gamma(i_1+m+i_2+\mu)}{\Gamma(i_1+m)\Gamma(i_2+\mu)\left(\mu\Omega(1+\kappa)+ms_i z_i^2\right)^{i_1+i_2+\mu+m}}.$$
The CDF is defined as:

\[
F_{z_i}(z_i) = \int_0^{z_i} p_{z_i}(t) \, dt = \\
= \frac{1}{\mu \kappa + \frac{m}{\lambda} \frac{\lambda^2}{\Omega}} \sum_{i_1=0}^{+\infty} \sum_{i_2=0}^{+\infty} \frac{(\mu \kappa)^{i_2}}{i_1!i_2!} \left( \frac{m}{\Omega} \right)^{i_1} \left( \frac{\lambda^2}{\Omega} \right)^{2i_1} \Gamma(i_1 + m + i_2 + \mu) \Gamma(i_1 + m) \Gamma(i_2 + \mu) \frac{B}{\mu \Omega (1 + \kappa) + m s_i z_i^2} (i_1 + m, i_2 + \mu)
\]

where \( B_z(a, b) \) is the incomplete Beta function.
The final exact expression for $P_{out}$ on the SC receiver output is:

$$P_{out}(z) = F_{z_i}(z) = \left(F_{z_i}(z_i)\right)^L =$$

$$= \left( \frac{1}{\mu \kappa + \frac{m \lambda^2}{\Omega}} \sum_{i_1=0}^{+\infty} \sum_{i_2=0}^{+\infty} \frac{\lambda^{2i_1} (\mu \kappa)^{i_2}}{i_1! i_2!} \right)^L.$$ 

$$\cdot \frac{\Gamma(i_1 + i_2 + m + \mu)}{\Gamma(i_1 + m) \Gamma(i_2 + \mu)} \left(\frac{m}{\Omega}\right)^{i_1} B_{ms_i z_i^2} \frac{\mu \Omega (1 + \kappa) + ms_i z_i^2}{ms_i z_i^2} \left(i_1 + m, i_2 + \mu\right)^L$$
Normalized $P_{out}$ of $L$-branch SC receiver depending on SIR considering different values of fading parameters $m$ and $\lambda$.

- We can see that due to the increase in the parameters $m$ and $\lambda$, the system $P_{out}$ decreases and the system has better performance.
Now we can see that larger value of \( L \) (number of input diversity branches) reduces the effect of the BX fading and conducts to decreasing of \( P_{out} \) and the system shows better performance.

Normalized \( P_{out} \) of \( L \)-branch SC receiver depending on SIR for variable parameters \( \kappa, \mu \) and \( L \)

- From this figure it is visible that the \( P_{out} \) does not change significantly when the parameters \( \kappa \) and \( \mu \) are changing.
- Therefore, we can conclude that these two parameters do not affect \( P_{out} \) considerably.
The $\eta$-$\mu$ Distribution
• The model for the fading with $\eta$-$\mu$ distribution is a signal composed of clusters of multipath waves which propagate in a non-homogeneous environment.

• Inside any one cluster, the phases of the scattered waves are random with similar delay times.

• The delay-time spreads of different clusters are relatively large.
• Proposed $\eta-\mu$ distribution is a general probability distribution because it contains as particular cases the majority of the linear fading models presented in the available literature: Nakagami-$m$, exponential, one-sided Gaussian, Rayleigh, and Nakagami-$q$ (Hoyt).

• The Rician and log-normal distributions can also be good approximated.

• These distributions may be obtained from $\eta - \mu$ distribution putting appropriate values for parameters $\eta$ and $\mu$. 
The one-sided Gaussian and the Rayleigh probability distributions may arise from the Nakagami-$m$ distribution by assigning the Nakagami parameter to $m=0.5$ and $m=1$, respectively.

Thus, in order to relate the $\eta-\mu$ distribution with the one-sided Gaussian and the Rayleigh distributions, it is sufficient to relate it with the Nakagami-$m$ distribution.

Nakagami-$m$ distribution can be easily obtained from the $\eta-\mu$ distribution on many ways. An exact manner is by assigning parameter values $\mu=m$ and $\eta \to 0$ (or equivalently $\eta \to \infty$) or, in the same way, for $\mu=m/2$ and $\eta \to 1$. On the other side, the Hoyt distribution can be obtained by setting $\eta \to 1$ and $\mu=\frac{1}{2}$.
Determination the Level Crossing Rate of Mobile Systems Limited by $\alpha$-$\eta$-$\mu$ Distributed Fading and Interference
The signal's probability density function (PDF) is $\alpha$-$\eta$-$\mu$ distributed:

$$
p_{x_i}(x_i) = \alpha \sqrt{\pi} \left( \frac{\eta_1 + 1}{(\eta_1 + 1)^2} \right)^{\mu_1} \sum_{i=0}^{\infty} \frac{(1 - \eta_1^2)^{2i} x_i^{2\alpha i + 2\alpha \mu_1 - 1} \left( \mu_1 / \Omega_i \right)^{2i + 2\mu_1}}{2^{4i + 2\mu_1 - 1} i! \eta_1^{2i + \mu_1} \Gamma(i + \mu_1 + 1/2)} \Gamma(\mu_1) e^{-\frac{2\eta_1 \Omega_i}{x_i^{\alpha}}}.
$$

where $x_i \geq 0$; $\Omega_i$ are average powers $\Omega_i(x_i) = \bar{x}_i^2$; $\eta_1 \geq 0$ accounts for unequal powers of the components in-phase and quadrature, the number of the multipath clusters is $\mu$; and $\Gamma(\cdot)$ is the Euler gamma function.
The CCI also follows $\alpha$-$\eta$-$\mu$ distribution:

$$ p_{y_i}(y_i) = \frac{\alpha \sqrt{\pi} (\eta_2 + 1)^{2\mu_2}}{(\eta_2 + 1)^{2\mu_2} y_i^\alpha} \sum_{i_2=0}^{+\infty} \frac{(1 - \eta_2^2)^{2i_2} y_i^{2\alpha i_2 + 2\alpha \mu_2 - 1} (\mu_2 / s_i)^{2i_2 + 2\mu_2}}{2^{4i_2 + 2\mu_2 - 1} i_2! \eta_2^{2i_2 + \mu_2} \Gamma(i_2 + \mu_2 + 1/2)} \Gamma(\mu_2) e^{\frac{2\eta_2 s_i}{i_2} y_i^{2}} $$

$s_i$ are CCI powers: $s_i = \bar{y}_i^2$
The PDF of SIR $z_i$ is calculated by formula:

$$p_{z_i}(z_i) = \int_0^\infty y_i p_{x_i}(z_i y_i) p_{y_i}(y_i) dy_i = \frac{\alpha \pi (\eta_1 + 1)^{2\mu_1} (\eta_2 + 1)^{2\mu_2}}{\Gamma(\mu_1) \Gamma(\mu_2)} \sum_{i_1=0}^{+\infty} \sum_{i_2=0}^{+\infty} \frac{\mu_1^{2i_1+2\mu_1} \mu_2^{2i_2+2\mu_2}}{2^{2i_1+2i_2-2} i_1! i_2!} \cdot \frac{(1-\eta_1^2)^{2i_1} (1-\eta_2^2)^{2i_2} \Gamma(2i_1 + 2i_2 + 2\mu_1 + 2\mu_2) \eta_i^{2i_2+\mu_1+2\mu_2} \eta_i^{2i_1+2\mu_1+\mu_2} \Omega_i^{2i_2+2\mu_2} s_i^{2i_1+2\mu_1} z_i^{2\alpha i+2\alpha \mu-1}}{\Gamma(i_1 + \mu_1 + 1/2) \Gamma(i_2 + \mu_2 + 1/2) \left( \mu_2 \eta_1 \Omega_i (\eta_2 + 1)^2 + (\eta_1 + 1)^2 \mu_1 \eta_2 s_i z_i^\alpha \right)^{2i_1+2i_2+2\mu_1+2\mu_2}}.$$
The CDF of the SIR $z_i$ by formula:

$$F_{z_i}(z_i) = \int_0^{z_i} p_{z_i}(t) dt =$$

$$= \frac{\pi \eta^2_i \eta^2_{2i} \mu_{1i}}{\Gamma(\mu_1)\Gamma(\mu_2)} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{(1-\eta_i^2)^{2i_1} (1-\eta^2_{2i})^{2i_2}}{2^{2i_1+2i_2-2} (\eta_i + 1)^{4i_1+2\mu_1} (\eta_{2i} + 1)^{4i_2+2\mu_2}}$$

$$\times \frac{\Gamma(2i_1+2i_2+2\mu_1+2\mu_2)}{i_1!i_2!\Gamma(i_1 + \mu_1 + 1/2)\Gamma(i_2 + \mu_2 + 1/2)}$$

$$\times B_{\mu_i \eta^2_{2i} (\eta_i + 1)^2 z_i^\alpha} \left(2i_1+2\mu_1, 2i_2+2\mu_2\right)$$

$$\frac{\mu \eta_{2i} (\eta_1 + 1)^2 z_i^\alpha}{\mu \eta_1 \Omega_i (\eta_2 + 1)^2 + \mu \eta_{2i} (\eta_1 + 1)^2 z_i^\alpha}$$

$B_z(a, b)$ is incomplete Beta function
The first derivative of SIR $z_i$:

$$\dot{z}_i = \frac{1}{y_i} \dot{x}_i - \frac{x_i}{y_i^2} \dot{y}_i$$

The variance is given by:

$$\sigma_{\dot{z}_i}^2 = \frac{1}{y_i^2} \sigma_{\dot{x}_i}^2 + \frac{x_i^2}{y_i^4} \sigma_{\dot{y}_i}^2 = \frac{4\pi^2 f m^2}{\alpha^2 z_i \alpha - 2 y_i \alpha} \left( \frac{\Omega_i \eta_1}{\mu_1 (1 + \eta_1)} + z_i^{\alpha} \frac{s_i \eta_2}{\mu_2 (1 + \eta_2)} \right)$$

The conditional PDFs for $\dot{z}_i$ and $z_i$ are:

$$p_{\dot{z}_i} (\dot{z}_i | z_i, y_i) = \frac{1}{\sqrt{2\pi \sigma_{\dot{z}_i}^2}} e^{-\frac{\dot{z}_i^2}{2 \sigma_{\dot{z}_i}^2}}$$

$$p_{z_i} (z_i | y_i) = \frac{dx_i}{dz_i} \bigg|_{z_i = \dot{z}_i} p_{x_i} (z_i y_i) = y_i p_{x_i} (z_i y_i)$$

The joint PDF of $z_i$ and $\dot{z}_i$ is:

$$p_{\dot{z}_i z_i} (\dot{z}_i, z_i) = \int_0^\infty p_{\dot{z}_i z_i, y_i} (\dot{z}_i, z_i, y_i) dy_i = \int_0^\infty p_{\dot{z}_i} (\dot{z}_i | z_i, y_i) p_{y_i} (y_i) y_i p_{x_i} (z_i y_i) dy_i$$
• The LCR of the output signal is obtained as the mean value of the first derivative of that output signal:

\[
N_{z_i}(z) = \int_0^\infty \dot{z}_i p_{\dot{z}_i z_i}(\dot{z}_i z_i) d\dot{z}_i = \frac{2 f_m \pi \sqrt{2 \pi} (\eta_1 + 1)^{\mu_1 - \frac{1}{2}}}{\Gamma(\mu_1) \Gamma(\mu_2)(\eta_2 + 1)^{\frac{1}{2} - 2 \mu_2}} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \frac{z_i}{2^{\frac{4i_1 + 4i_2 - 1}{2}} i_1! i_2!} \\
(1 - \eta_1^2)^{2i_1} (1 - \eta_2^2)^{2i_2} \mu_1^{2i_1 + 2\mu_1 - \frac{1}{2}} \mu_2^{2i_2 + 2\mu_2 - \frac{1}{2}} \left( \mu_2 \eta_1 \Omega_i (1 + \eta_2) + \mu_1 \eta_2 s_i (1 + \eta_1) z^\alpha \right)^{\frac{1}{2}} \\
\frac{\Gamma(i_2 + \mu_2 + 1/2) \Gamma(i_1 + \mu_1 + 1/2)}{\eta_1^2 \eta_2^2 \Omega_i^2 s_i^2} \Gamma\left(\frac{(4i_1 + 4i_2 + 4\mu_1 + 4\mu_2 - 1)}{2}\right) \\
\left( \mu_1 \eta_2 s_i (\eta_1 + 1)^2 z^\alpha + \mu_2 \eta_1 \Omega_i (\eta_2 + 1)^2 \right)^{\frac{4i_1 + 4i_2 + 4\mu_1 + 4\mu_2 - 1}{2}}
\]
- The normalized LCR versus SIR at the SC receiver output.

![Graph showing LCR versus SIR for several values of parameters \( \mu_1, \eta_1 \) and \( \alpha \).]

- For increasing values of the number of clusters \( \mu_1 \), LCR decreases improving the system performance. When parameter \( \eta_1 \) increases, LCR also increases and system performance deteriorates. Better performance is obtained for increased values of the SIR and larger parameter \( \alpha \). The changing of LCR is small when parameters \( \eta_1 \) is changing.
From this figure one can conclude that system is improved for greater number of branches at the input, since the receiver chooses the branch with the best SIR and forward to the user.

LCR versus SIR for variable parameters $\mu_2$ and $\eta_2$, and the number of input branches $L$.

When $\mu_2$ increases for negative values of SIR $z$ [dB] no major changes occur in LCR, while for positive values of $z$ [dB] the LCR decreases and the situation is more favorable in terms of performance. When $\eta_2$ changes, no considerable change in the LCR.
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