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Research Topics

 Blockchain, Cyber-physical Systems

 Machine Learning in e-Learning Environments

 Natural Language Processing, Feature Selection

 ML-Efficiency

Publications

 Linguistic Driven Feature Selection for Text Classification as Stop Word 
Replacement, (2023)

 Data-Driven Tutoring: challenges and prospects, (2021)

 Industry use cases on blockchain technology, (2021)

 Digital twin as a service (2021)
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Machine Learning Efficiency Metric

Motivation
Situation

 Decades ago: Focus on computational 

efficiency due to limited computing power.

 Shift in focus: Powerful computing 

resources, ML emphasis on prediction 

quality.

 Emergence of Large Language Models 

(LLMs) and increase of ML-Model sizes

Challenges

 Growing demand for efficiency alongside 

ML application expansion.

 Optimisation of resource-intensive 

solutions for sustainability.

 Need for economically and 

environmentally viable approaches.

 Goal: Improve efficiency in ML.

 Research Objective:  Introduction of robust metrics for 

measuring ML model efficiency.
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Machine Learning Efficiency Metric: 

Objectives

 Introduction of novel metrics to measure ML procedure efficiency.

 Metrics incorporate resource consumption, computational effort, and runtime 

considerations.

 Providing holistic perspective on true efficiency of ML procedure e.g. Training or 

Usage.

 Enable applicability to all ML techniques.

 Provide measurements for common host setups.

 Balance efficiency effects across diverse host setups.
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Machine Learning Efficiency Metric: 

Efficiency & Dimensions

Solution Efficiency

 Trade-off between solution achievement 

and solution cost.

 Cost include solution parameters like 

efforts and resources consumed.

 Achievement is an optimisation of specific 

solution parameters (focus)
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Efficiency Dimensions 

Solution parameters can be seen as efficiency 

dimensions:

 Accuracy or Performance -> Quality q

 Computational Effort ->  Work w

 Absolute Resource Utilisation -> Space s

 Relative Resource Utilisation -> Load l

 Training Duration -> Duration d



Compact Metric (CO)

Efficiency 

 is a trade-off 

 between focused and unfocused efficiency dimensions

 Where every dimension has weights to adapt their importance

Definition

 Compact Metric (CO) on Focus F for ML-Procedure M
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Quality focused Compact Metric (QCO):

Definition
Quality focus

 Measures computational effort for prediction quality.

 Efficiency increases with less work, less resource consumption, less 

computational effort, less time, and higher prediction quality.

Quality focused Compact Metric (QCO)

 Quality focused efficiency of ML-Procedure = quality per work, space and time
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Quality focused Compact Metric (QCO):

Instantiation
Instantiation Procedure

 Select appropriate Measurements

 Apply Data-Transformations

 Define Weight-Values

Results:
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Quality focused Compact Metric (QCO):

Evaluation

Procedure

 Measure ML Procedures for each 

Config

 Expert Ranking of Results

 Rank Results by QCO-Score

[1] Almeida et. al, 2011. Contributions to the study of sms spam filtering: New 

collection and results,

[2] A. L. Maas et. al, 2011.“Learning word vectors for sentiment analysis”

Datasets / Tasks

 SMS Spam Detection [1]

 IMDB Movie Reviews [2]

Vectorizer

 Word Frequency -> TFIDF

 Word Embedding -> Bert

 Finetuned Transformer -> DistilBERT

Classifier

 Shallow CLFs

 Finetuned Transformer -> DistilBERT

Host

 AMD Ryzen 7 5800U 32GB RAM

Measurement X

ML Procedure 

Config X

Value

Datasetsize

RSS

FLOPs

Minor Page Faults

Time on CPU

Duration

Accuracy
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Evaluation: Ranking Comparison

 Expert Ranking almost fulfilled; Experts Rank Transformer higher
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Evaluation: Best / Worst Duration & Quality
 Configurations per DAT/VECT: Fastest NB+GD; Best Quality: Transfomers

 Efficiency?
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Evaluation: Classifiers

 Efficiency: Best Shallow: TFIDF NB+GD
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Use Case: Hyperparameter optimization
Experiment

 Task: Search most efficient maximum sequence length for DistilBERT

 Dataset: SMS spam detection [1] 

Results

 SL512 more efficient than SL256, although same quality and higher duration

[1] Almeida et. Al, 2011, Contributions to the study 

of sms spam filtering: New collection and results,
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BACC F1

0,502 0,775

0,502 0,779

0,517 0,784

Hidden Info



Thank you.
Daniel Schönle 

daniel.schoenle@hs-furtwangen.de
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