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Aims and Contributions of our paper

• The use of a single SDN controller offers flexibility and efficiency in network management but leads to problems such
as single points of failure and scalability issues. Multiple SDN controller architectures helps to address the above issues.
The synchronization of the network state information among controllers is a critical problem, known as the controller
consensus problem. To synchronize the network information between controllers, a proper consistency model should
be chosen. Strong consistency and eventual consistency are two consistency models commonly used in distributed
systems.

• In this paper, we introduce a novel mechanism that supports the operation of multiple controllers in an SDN network.

• The mechanism achieves network flexibility and enhances network management; it also synchronizes the network
state between different controllers, while addressing single point of failure, fault tolerance and scalability issues. To
demonstrate the practicality of the proposal, we present an implementation with the Raft algorithm for state machine
replication, whose performance we evaluated and compared to that of an existing alternative by means of
experimentation.

The contribution of this paper is:

• The analysis of the existing mechanisms and protocols for SDN networks

• The definition of the consensus problem for distributed SDN controllers.

• The introduction of a mechanism that supports high throughput, dynamic view changes, fault tolerance, and controller
synchronization in multiple SDN controllers setups.



SDN Architecture
• The control and data planes are decoupled. Control

functionality is removed from network devices that will
become simple (packet) forwarding elements.

• Forwarding decisions are flow-based, instead of
destination-based. A flow is broadly defined by a set of
packet field values acting as a match (filter) criterion and a
set of actions (instructions). In the SDN/OpenFlow context,
a flow is a sequence of packets between a source and a
destination..

• Control logic is moved to an external entity, the socalled
SDN controller or Network Operating System (NOS). The
NOS is a software platform that runs on commodity server
technology and provides the essential resources and
abstractions to facilitate the programming of forwarding
devices based on a logically centralized, abstract network
view. It is similar to that of a traditional operating system].

• The network is programmable through software
applications running on top of the NOS that interacts with
the underlying data plane devices. This is a fundamental
characteristic of SDN, considered as its main value
proposition.



Raft Consensus Algorithm

• Raft protocol tries to solve and that is achieving Consensus. Consensus means
multiple servers agreeing on same information, something imperative to
design fault-tolerant distributed systems.

• In Multiple SDN controllers Raft can ensure scalability and consistency among
controllers.

• The Raft algorithm, is a significant consensus algorithm for for state machine
replication and managing a replicated log.

• A leader election algorithm is integrated into the Raft algorithm to ensure
consistency.

• Raft separates the key elements of consensus, such as leader election, log
replication, and safety, and it enforces a stronger degree of coherency to
reduce the number of states that have to be considered in order to reach
consensus.

• It also includes a mechanism for changing the cluster membership, which uses
overlapping majorities to guarantee safety.

• There are three different node states, namely leader, candidate, and follower.



Our Proposal
• The proposed mechanism implements a novel network of multiple

controllers using the Raft consensus algorithm. It supports the
connection and coordination of multiple distributed SDN controllers to
serve as backup controllers in case of a failure.

• Multiple controllers allow data load sharing when a single controller is
overwhelmed with numerous flow requests. In general, our approach can
reduce latency, increase scalability, and fault tolerance, and provides
enhanced availability in SDN deployments.

• The proposed mechanism consists of a set of independent controllers
(nodes), each one of which stores the required data in its memory. Each
controller (node) is assigned with a unique id. In our implementation and
test scenario we used a number of nodes in different states.

• Each one can be in one of three different states:

1. Master: In the Master state the node manages and controls the
network while it can also process data and send update information
to the other controllers.

2. Candidate: the Candidate state the node can send and receive data
to/from the other nodes. A Candidate node with the updated data
can potentially transit to Master state if the current Master node
fails.

3. Worker: Finally in the Worker state the node passively receives data
from Master or Candidate nodes.



Our Proposal

• Using Raft consensus algorithm If a Master node fails, the Raft election process is initiated to elect a new Master
node and avoid single point of failure effects. In this process a node in Candidate state will be elected and will act as
Master node, while the previous Master node will switch to Candidate state. Through this process the system
maintains its stability and fault tolerance.

• When the Master Controller receives a series of data, a broadcast process is initiated to send such data to all nodes
in the network and update information in all controllers accordingly.

• Information is stored in the memory of the Master controller and its initial state is defined as not read.

• Master node sends data to all Candidate nodes and the latter forward such data to their neighboring Worker nodes.

• Master node monitors if all Candidate nodes have received and stores the new data to ensure that all of them have
an updated memory.

• Each Candidate node makes sure that it records newly sent data, while it also monitors data records to avoid
duplicate ones. Consequently, each Candidate node sends data to attached Worker nodes. During this process, the
same approach is followed to ensure successful delivery of data to all nodes.

• When all nodes have successfully forwarded all data, the mechanism transits to an ”OK” state when all controllers
have the same data stored in memory.

• When a controller receives new data, then it stops being in the “OK” state and data shall be sent to the other
controllers and workers (neighbor nodes) of the mechanism according to the procedure which has been described
previously.



Data input

• Inputs are introduced to the SDN multiple controllers network by clients (nodes). When new data are 
introduced in the mechanism by a node, according to the Raft protocol, such data is forwarded to the 
Master Controller. Once the

• Master Controller receives a series of information, it logs and replicates these to all the mechanism 
controllers, which store such data in their memory.

The main processes that nodes operate upon to maintain consistency, stability, and availability are the 
following:

• The read process, that reads from the mechanism memory and checks records and if those have been 
successfully distributed to others.

• The send process that sends data to other controllers.

• The send-to-all process, that is responsible for iteratively sending data to all neighboring controllers.



Raft Consensus Algorithm in our system

• In the proposed mechanism the main entity is the Raft node which shall be deployed along with each
SDN controller in an SDN setup. Each node keeps in its memory a set of records which adhere to the
structure record (data, send).

• The variable data holds the information to be exchanged and the variable send is Boolean and is used
to flag whether a specific record has been successfully forwarded to the network.

• Nodes are identified by a unique id.

• The Raft consensus algorithm is used to coordinate the sharing of information between nodes. It
defines the creation of a group of controllers (candidates) and the required processes to elect one
leader the Master controller. The Master is the one who manages the data flow in the mechanism and
leads the group if it is active.

• If the Master node fails, then a new Master node must be elected through the mechanism process.
Specifically, a time is defined in which the Master sends a message to the other controllers. If the
message does not arrive in time, a Controller node sends a message requesting to become the Master
node. In this case the other controllers respond, and the specific node is designated as the Master
node.



Performance evaluation
Experimental Setup 

• To evaluate the performance of the proposed mechanism we conducted a network simulation. Also we compare 
it with other mechanisms in terms of consensus time, distribution time, data access time and presenting test 
results.

• We have run an experiment to assess the time response of the algorithm. We first run an experimental
simulation of a failure scenario in which the proposed algorithm is executed for 100 sec for a mechanism with 30
controllers, 10 of which run as Master nodes and 20 run as Worker nodes. We check that data is being
transferred correctly between nodes. In this scenario we assume that at a specific time point, around 20 sec after
the start, the master node fails. The main objective is to maintain mechanism stability at all times and avoid the
effects of a single point of failure.

• To extend the initial scenario, another test was also executed, in which the newly elected Master nodes drop at 
time points around 20 sec, 30 sec and 60 sec respectively. 

• All nodes have been monitored to test the read and write performance in each node (in Master, Controller or 
Worker states).

• In the tests, all the nodes except those of the original Master node and the Worker nodes connected to it have 
the same data after the initially set Master node crashes. Another node is elected as the new Master node. This 
is repeated a number of times during the execution of the experiment.



Performance evaluation 
Results

• Table II shows the basic features of the proposed mechanism 
in comparison to the CopyCat project and a Paxos-based system 
that were tested. 

• All models are using consensus algorithms and a distributed 
SDN multiple controller architecture. As is shown in Table II, 
through the comparison between the Copycat project and the 
proposed mechanism.

• Copycat requires more computing resources than the 
proposed mechanism and this makes Copycat less reliable for 
large scale networks. 

• The time required for reading, writing and sending data is 
higher than the other two mechanisms. 

• The average time that the Copycat system needs to start and 
elect a Master Controller is 23.23 seconds.



Performance evaluation 
Results

• The consensus time of the proposed 
mechanism is stable.

• Also, the Write/ Send Data time is stable and 
low the proposed protocol needs 10.4 ms. 
Low and stable times for reading and sending 
data can improve the mechanism 
performance and offer a stable and 
functional mechanism architecture. 

• All controllers had the same data even after a 
controller drop in our simulation 
environment of 100 seconds; the network 
maintains its stability.



Performance evaluation 
Results

The test results have shown that for 
the proposed mechanism the 
average required time for Master 
node election is 10.06 ms. It is stable 
and low, as shown in the figure and 
described in previous Table.



Conclusion

• SDN is a promising paradigm for network management because of its centralized network
intelligence. However the centralized control architecture of SDNs raises challenges regarding
reliability, scalability, fault tolerance and interoperability. The existing solutions which were
analyzed in literature are not offering high-throughput, fault-tolerance, and controller
synchronization. We proposed a novel implementation, based on the Raft algorithm, that can
efficiently synchronize the network state information among multiple nodes, thus ensuring good
performance at all times irrespective of the traffic dynamics. Further, the proposed mechanism
supports high-throughput, fault-tolerance, and controller synchronization.

• Our simulation results have shown that the proposed mechanism can support Multiple
Controllers, as it maintains stability (all nodes have the same data, after a Master node failure)
and the average required times are low. The average time it takes to read, write in memory, and
send data to neighbor controllers is low and stable. Also, the time it takes to elect a new
controller is also low. In our proposal, multiple controllers maintain a consistent global view of
the network. This is achieved by employing the Raft consensus protocol to ensure consistency
among the replicated network states maintained by each controller.
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