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Background

Watermarking deep neural networks (DNNs): Protecting the intellectual property of DNNs

Machine Learning as a Service

(MLaaS)

Expertise

Computing 

resources 

Large-scale 

dataset

Many threats
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DNN Watermarking - Metrics

Metrics Description

Fidelity
Task fidelity: the performance of the DNN on its original task after watermarking should not be impaired.

Watermark fidelity: the distortion between the extracted watermark and the original one should be low.

Imperceptibility The difference between the marked DNN model and the non-marked DNN model should be low.

Payload It is desirable to embed as many secret bits as possible for reliable ownership verification.

Security It should be very difficult for any unauthenticated parity to extract, tamper and forge the watermark.

Robustness The hidden watermark can resist various attacks such as fine-tuning and model compression.

Complexity The computational cost of embedding a watermark and verifying the ownership should be low.

DNN watermarking, or called model 
watermarking, is to embed a secret 
message (i.e., watermark) in a given 
DNN model to produce a marked DNN 
model which allows us to identify the 
DNN ownership by extracting the 
embedded watermark from the target 
DNN marked model.
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DNN Watermarking - Categories

White-box watermarking Black-box watermarking Box-free watermarking

Categories Description

White-box watermarking The watermark extractor should know the internal details of the target model.

Black-box watermarking
The watermark extractor does not know the internal details of the target model, 

but can query the target model with a set of special input samples

Box-free watermarking
The watermark extractor has no access to the target model, 

but can extract the watermark from any sample generated by the target model.
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White-box DNN Watermarking - Strategies

① Modifying network parameters to embed a watermark

② Modifying network structure to embed a watermark

Parameter based methods

• Optimizing watermark-involved loss

• Embedding with low-order statistics

• Adversarial training

• Dither modulation

• Spread spectrum (SS) embedding

• Others

Structure based methods

• Model compression (to reduce the size)

• Quantized index modulation (QIM)

• Others
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J. Wang et al. Watermarking in deep neural networks via error back-propagation. Proc. IS&T EI-MWSF, 2020.

Using those earlier-convergent 
parameters to embed a watermark

Using an independent neural 
network (that can be optimized) to 

extract the watermark from the 
target model

White-box DNN Watermarking - Wang et al.’s algorithm
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Zhao et al. Structural watermarking to deep neural networks via network channel pruning. IEEE WIFS, 2021.

White-box DNN Watermarking - Zhao et al.’s algorithm

Embedding method: Quantized Index Modulation (QIM)

① Embedding a secret watermark ② Recovering the performance on the task

… … ……

Channel
pruning

Fine-tuning

Marked modelPruned modelOriginal model

Secret key

Watermark

…
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Black-box DNN Watermarking - General framework

Trigger samples 
(special data)

Clean samples 
(normal data)

To train a marked model

Marked DNN model

Trigger samples 
(special data)

To verify the ownership by checking the output

Output

Ground-truth
(pre-specified)

Equal? 
Yes/No

LeakedModel training

Model verification

• Normal dataset
• Trigger dataset

Model usage

• Normal queries 
by normal data

• Special queries 
by trigger data

Constructing the trigger sample 
by adding a trigger signal

Put into use
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Black-box DNN Watermarking - Wang et al.’s algorithm

TransformNormal samples Trigger insertion

Secret key

Inverse transform Trigger samples
Normal data in 

frequency domain

Trigger data in 

frequency domain

Label assignment

Secret key

Model training
Trigger dataset

(for training)

Normal dataset

Marked DNN model

Host DNNLeaked

Label assignment
Trigger dataset

(for verification)

(Newly generated)

Model predictionModel verification
Predictions 

and labels

Verification result

Trigger signal
Phase 1: Trigger generation

Phase 2: Model training

Phase 3: Model verification

Wang et al. Protecting the intellectual property of speaker recognition model by black-box watermarking in the frequency domain. Symmetry, 2022.
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Box-free DNN Watermarking - General framework

Host Task 1 Task nTask 2 DNN W. ...

...

In

Out

(marked)

Sub-In 1 Sub-In 2 Secret key Sub-In n

Sub-O
ut 1

Sub-O
ut 2

W
aterm

ark

Sub-O
ut n

Loss required

Task 1: Discriminator
Task 2: Victim model
… Task n: …

Watermark

(a) DNN model training

(b) Ownership verification

HostIn

Out

(marked)

Marked DNN Model

The watermark extractor cannot access the model
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Box-free DNN Watermarking - Wu et al.’s algorithm

Dataset

Host network

Watermark-

extraction network

Watermark

Secret key

Input Watermarked output

API
Marked

Correct key

Marked
Incorrect key

Non-marked
Correct key

Model Training Model Usage Ownership Verification

UPLOAD RETURN
Source tracking

& ownership 

verification etc.

Tracking traitors

Leaked

Wu et al. Watermarking neural networks with 

watermarked images. IEEE TCSVT, 2021.
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Conclusion and Discussion

• Conclusion

• Mainstream works can be divided to three categories: white-box, black-box, box-free.

• Some embedding strategies in media watermarking can be used for DNN watermarking. 

• Mainstream works mainly focus on designing robust watermark embedding operations. 

• Future works

• Fragile DNN watermarking

• To determine whether a given DNN model was previously altered or not.

• Theoretic research of DNN watermarking

• Information theory

• Game theory

• Interpretability

• And so on …
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