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End Users' & 
AI

 Understanding 
AI behaviour

 Understanding how AI 
computes outputs

 Crucial in developing 
XAI for users

[1]

Behaviour Outputs



Users' Mental 
Models

 How a user believes a 
system works

 Can be misaligned to 
how a system actually 
works

 Crucial in explaining AI

[2]

Opaque?

Complex?

Black box?



Current 
evaluation 
methods

 Primarily used for 
assessing interactive 
systems

 Evaluation gaps still 
around users 
understanding of AI

 Surveys, interviews, 
observations assess 
interaction

 How to assess cognitive 
perceptions & mental 
models?

[3][4][5][6]

Surveys

Interviews

Observations



Empathise | Define | Ideate | Prototype | Test

Design Thinking

 Problem solving 
method

 Non-linear with defined 
steps

 User centered at early 
stage

 Big ideas to explore 
concepts usually 
difficult to articulate

 Minor modifications vs 
novel ideas

 Pain point definition 
based on users' needs

[7]



Methodology: 
Design Thinking

 Design thinking workshop

 20 participants

 Multidiscipl inary: 
Computer Science & 
Design Undergraduates



 Empathise: empathy 
mapping & as is scenario

 Define: pain point 
definition

 Ideate: Big ideas & 
prioritisation

Methodology: 
Design Thinking



Methodology: 
Personas

 Recruitment domain

 Personas: Maria Atkins a 
recruitment specialists and 
Andrew Wilson a recent 
graduate looking for work

 2 different but typical users of 
an AI driven recruitment 
system

 Scenario focused on 
personas' frustrations with the 
AI system

Problem statement
How can we explain AI systems decisions, making 

them more transparent and understandable to 

users?





Results: Empathising & Definition

 Group 4: Maria 
Atkins Persona

 Opaque & Confusing

 Powerless, Out of 
control and has a sense 
of guilt

 As is scenario steps

 Reviewing & 
messaging unsuccessful 
and successful 
applicants

 Informing management

 Voting on pain points, 5 
votes each

 Clustered around areas

 4 pain points identified

[7]

Graphical Representation of Empathy 

Map, As is scenario and Pain Points Group 4



Results: Empathising & Definition

 Group 1: Andrew Wilson 
Persona

 Negative & Confusing

 Upset, Angry and 
unmotivated

 Searching & 
applying, waiting, 
receiving 
reply, updating CV 
& reapplying

 Repeating steps with 
no feedback

 Voting on pain points, 5 
votes each

 Clustered around areas

 4 pain points identified

[7]

Graphical Representation of Empathy 

Map, As is scenario and Pain Points Group 1



 Data: Pre-workshop 

survey, audio 

recording during 

workshop, 

photographs of 
worksheets, post 

workshop interview

 Consolidated findings

 Categorisation to 
group findings into 

topic areas

 2 common categories: 

Visual feedback & 

analytics and Visual 

Comparisons

Results: 
Categories



Results: Pain 
point to big 
ideas

 Pain points reflect opaque 
areas of the AI system for 
users

 Big ideas reflect solutions to 
provide explanations in 
order to enhance end-
users’ understanding of AI 
system and potentially 
explain AI systems’ 
behaviour

 Pain points mapped to big 
ideas for Maria Atkins

Participants v isualisation of v isual 

feedback & analytics

Pain points for Maria Atkins Group 4

Participants v isualisation of v isual 

comparisons

Participants v isualisation of criteria 

manipulation or tracking



 Pain points reflect opaque 
areas of the AI system for 
users

 Big ideas reflect solutions to 
provide explanations in 
order to enhance end-
users’ understanding of AI 
system and potentially 
explain AI systems’ 
behaviour

 Pain points mapped to big 
ideas for Andrew Wilson

Participants v isualisation of v isual 

feedback & analytics

Pain points for Andrew Wilson Group 1

Participants v isualisation of offering 

chances to rectify and reapply

Participants v isualisation of v isual comparisons

Results: Pain 
point to big 
ideas



Discussion: Explanations

 Factual Explanations:

 Useful when system output is 
as expected

 Counter Factual Explanations:

 Useful especially when system output 
isn't met

 Principal Reason Explanations:

 Allowing for criteria manipulation 
& chance to achieve different 

result

[7]



Implementing 

Design Thinking

 A Design Plan for Ideating AI Using a Design 
Thinking Approach



Thank You

 Questions



References

 [1] Shin, D., 2021,The effects of explainability and causability on perception, t rust, and acceptance: Implications 
for explainable AI. International Journal of Human-Computer Studies, 146, p.102551.

 [2] Kaur, H., Williams, A. and Lasecki, W.S., 2019. Building shared mental models between humans and ai for 

effective collaboration. CHI’19, May 2019, Glasgow, Scotland.

 [3] Brennen, A., 2020, April. What Do People Really Want When They Say They Want" Explainable AI?" We Asked 60 
Stakeholders. In Extended Abstracts of the 2020 CHI Conference on Human Factors in Computing Systems(pp. 1-7)

 [4] Chazette, L. and Schneider, K., 2020,Explainability as a non-functional requirement: challenges and 
recommendations. Requirements Engineering, 25(4), pp.493-514.

 [5] Wang, D., Yang, Q., Abdul, A. and Lim, B.Y., 2019, May. Designing theory-driven user-centric explainable AI. In 
Proceedings of the 2019 CHI conference on human factors in computing systems(pp. 1-15)

 [6] Sperrle, F., El‐Assady, M., Guo, G., Borgo, R., Chau, D.H., Endert, A. and Keim, D., 2021, June. A Survey of 
Human‐Centered Evaluations in Human‐Centered Machine Learning. In Computer Graphics Forum(Vol. 40, No. 3, 

pp. 543-568)

 [7] Sheridan, H, O’Sullivan, D and Murphy, E, 2022, Ideating XAI: An Explorat ion of User’s Mental Models of an AI -
Driven Recruitment System Using a Design Thinking Approach, In Proceedings IARIA, SoftNet 2022 Congress, 

Lisbon, October 2022

 Photographs from www.pexels.com, icons from www.flat icon.com

http://www.pexels.com
http://www.flaticon.com

