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Research Interest

• Power line communications

• Machine Learning in communications

• Distributed network architecture

• Remote filesystem monitoring

• Characterization of heat trace cable



Introduction

❖ Power line communications (PLC)
- A technology of sending communication signal over the power lines.

❖ Pros:
▪ Pre-built infrastructure

❖ Cons:
▪ Heterogenous medium
▪ Lots of transitions

❖ Applications:
▪ Power line home network
▪ Broad-band over power line (BPL)
▪ Smart utility meters



Research goal

❖ Problem
▪ Signal degradation caused by transformers and dynamic noise of the 

power-grid makes demodulating PLC signal at the receiver difficult

❖ Proposed solution
▪ Use Machine Learning (ML) to extract information carried by the 

communication signal because of its high sensitivity, ease of use, and 
scalability

❖ Goals
▪ Build a test architecture to send and collect PLC signal

▪ Use various ML algorithms to classify the received PLC signal
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Figure 1. Signal flow from digital input to ML output. The diagram within the green dotted box shows the transmitted and 
received PLC signal. This raw output is then processed and fed into ML models to extract the original digital information as 

shown in the blue dotted box.



PLC Network Architecture

Figure 2. Experimental setup for sending and receiving PLC signals in a distribution power grid. The 
signal originates at the current source in the lab which is then injected into the power grid and is 

collected at the substation using Data Acquisition Device (DAQ). 



Raw Data

Figure 3. Visualization of raw data: 3-phase time-series signal (bottom-left), FFT diagram of the phase A signal (bottom-mid), and 
spectrogram of the phase A signal (bottom-right). The frequency of the input signal was 1595Hz and the arrow in the FFT diagram and 

the blue dotted box in the spectrogram shows this frequency where the trace of the input signal can be seen.



Feature Extraction

Figure 4. The time-series output from the data-capture was divided into multiple overlapping frames. Spectral centroid (SPEC_CENT) was 
calculated for each frame. Then, each of these frames were passed through 100Hz bandwidth bandpass filters from 1Hz to 2000Hz. RMS Energy 

(RMSE) and amplitude envelope (APEV) were calculated for the filtered signals. The resulting dataset had 41 columns and 1107 rows.
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Results
Grid Search

Classifiers Best parameters Training acc Testing acc

Logistic Regression C=1.0, solver=lbfgs 94.06 93.99

SVM C=1000, gamma=0.001 94.45 95.19

Decision Tree Max_depth=1, 

Min_samples_split=1.0

94.19 95.19

Classifiers Best parameters Training acc Testing acc

Logistic Regression C=1.0, solver=lbfgs 77.27 76.73

SVM C=10, gamma=0.1 77.15 75.52

Decision Tree Max_depth=5,     

Min_samples_split=7

73.84 72.22

Phase A only:

Full dataset:



Results
Feature selection

Phase A only:

Full dataset:

Classifiers Two best features Training acc Testing acc

Logistic Regression RMSE 201-300 and RMSE 1501-1600 93.29 94.58

SVM RMSE 1301-1400 and RMSE 1501-

1600 

95.53 96.78

Decision Tree RMSE 1-100 and RMSE 1501-1600 95.70 95.19

Classifiers Two best features Training acc Testing acc

Logistic Regression RMSE 501-600 and RMSE 1501-1600 73.43 72.21

SVM RMSE 701-800 and RMSE 1501-1600 76.60 74.92

Decision Tree RMSE 501-600 and RMSE 1501-1600 78.86 74.51



Results
Learning Curves

Figure 5. Learning curves of Logistic Regression (left), SVM (top right) and Decision Tree (bottom right) models for our Phase A PLC dataset. The 
convergence of training and validation accuracy curves in these plots show that none of these models were overfitted or underfitted. 



Results
Ensemble learning

Classifiers Phase A

ROC AUC 

Phase A

Accuracy

Fullset

ROC AUC 

Fullset

Accuracy
Logistic 

Regression

0.97 (+/-0.02) 0.94 (+/-0.02) 0.86 (+/-0.02) 0.77 (+/-0.02)

SVM 0.97 (+/-0.02) 0.93 (+/-0.02) 0.85 (+/-0.02) 0.76 (+/-0.02)

Decision Tree 0.91 (+/-0.02) 0.92 (+/-0.02) 0.82 (+/-0.02) 0.74 (+/-0.02)

Majority Voting 0.97 (+/-0.02) 0.93 (+/-0.02) 0.87 (+/-0.02) 0.76 (+/-0.02)



Results
ROC AUC Curves

Figure 6. ROC Curve of LR, SVM, TREE and Majority Voting models with AUC score. The curves and AUC score show that all these 
models performed similarly with Decision Tree being slightly worse than the rest. 



Results
Confusion Matrix

Figure 7. Confusion matrix plots of the LR (left), SVM (mid) and TREE (right) for Phase A PLC dataset. Precision, Recall and F1 scores of the models 
are also shown on the plot titles. Based on these scores and the confusion matrix, SVM performed slightly better than the rest. 



Results
ANN

• Optimal parameters:

• 2 hidden layers 

• 50 nodes each 

• Activation functions: tanh of both 
hidden layers and sigmoid of output 
layer

• Adam optimizer with learning rate 
of 0.01 and beta decay of 1e-5

• Best accuracy:

• Training – 98.19%

• Testing – 94.29% 
Figure 8. Loss curve of the ANN model showing stabilization of the training 

and validation (test) loss within 100 epochs. 



Conclusion

• SVM algorithm performed slightly better than Logistic Regression and 
Decision Tree because of its non-linear classification for our PLC data. 

• ANN model outperformed the one-neuron models (LR, SVM and 
TREE) in terms of accuracy. 

• Phase A dataset had higher accuracies across all ML models 
compared to the full dataset (3 phase combined). 
• This is because this was the primary phase where the PLC signal was first 

injected. Phases B and C had some image of the signal, but it was not as 
prominent in these phases.

• We showed the applicability of ML in PLC


