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◼ PhD in Biomedical Engineering from Tecnico Lisboa

◼ Senior Researcher at Fraunhofer Portugal AICOS

◼ Intelligent Systems

◼ Topics of interest include

◼ Computer-aided Diagnosis

◼ Multimodal learning models

◼ Explainable AI

◼ AI Model Certification
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Motivation and Context
The Problem

◼ Skin cancer corresponds annually to about 1/3 of all cancers detected
in Portugal and the number of cases has been increasing 2-3%
annually

◼ Shortage of dermatologists currently working in the National
Healthcare Service

◼ Prevention and early detection play a key role to invert actual
numbers
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Motivation and Context
DermAI Project

◼ Mobile application to acquire macroscopic skin lesion images 

◼ Developed according order no. 005/2014 of Health Director-General for 
teledermatological screening 

◼ Low-cost and standardized data acquisition for non-specialists

◼ Automatic quality assessment

◼ Development of AI-powered Risk Prioritization and Decision Support 
platform

◼ Using ML and CV approaches

◼ Merging dermatological imaging analysis and clinical structured 
information

◼ AI algorithms improved over time through incremental learning strategies
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Background and Related Work
Transfer Learning and Fine tuning

◼ Last years gave us a myriad of complex neural networks trained on huge, general, datasets (e.g., Imagenet)

◼ These pre-trained models can be used in new tasks, for which the data is typically much smaller, as:
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Background and Related Work
Main conclusions

◼ Transfer learning and fine tuning have been shown to improve results for skin lesion classification in images 

◼ Mostly dermoscopic (and some macroscopic datasets), mostly homogeneous images

◼ Typically large convolutional networks pre-trained on Imagenet (1000 general categories) and then fine-
tuned on the smaller target dataset

◼ One experiment tried an intermediate training, but using a dataset from a different tomain (retinal images), 
which worsened the results*

◼ Our goal was thus to achieve better results in a challenging real-world dataset, through 
exploring different ways to leverage publicly available datasets and pre-trained models
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* D. Gutman et al. “Skin lesion analysis toward melanoma detection: A challenge at the international symposium on biomedical imaging (isbi) 2016, h
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Dataset Description
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DermAI Dataset (Ours) EDRA Dermofit
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Dataset Description
Visual Examples
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Network architecture and training pipeline

◼ We compare three different known model architectures

◼ Mobilenet-V2

◼ ResNet50

◼ EfficientNet-B3

◼ Shown to outperform the others on Imagenet classification task

◼ Input images resized to 300 x 300 using nearest-neighbor interpolation

◼ We replaced the classification layers on each architecture based on the dataset’s categories

◼ Use of Global Average Pooling for dimensionality reduction – shown to reduce overfitting

◼ We perform data augmentation to increase generalization
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Network architecture and training pipeline

◼ Stratified training/test partition of 80/20 %

◼ Further balancing with batch stratification where each batch contains the same number of samples for each 
category (batch size differs between datasets), oversampling the minority classes

◼ Fine tuning with a frozen block approach (please refer to the paper for details)

◼ Top layer with a learning rate of 10-4

◼ Remaining layers with a learning rate of 10-5

◼ Adam optimizer

◼ Categorical cross-entropy loss
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Training Strategies
Merged Dataset - enriching DermAI with other dataset’s shared categories
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Training Strategies
(Sequential) Fine-tuning
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Results
Choosing a network architecture

◼ Pre-training with Imagenet and fine-tuning on DermAI

◼ As expected, EfficientNet-B3 was confirmed as the best choice to proceed, revealing good performance for 
lower complexity when compared to ResNet50
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◼ As expected, pre-training with a much larger, general dataset really helps vs. from scratch, even though the 
results confirm that DermAI’s is a very challenging dataset

◼ Regarding fine-tuning, there are no clear conclusions, although a previous fine-tuning on EDRA seems to 
slightly benefit DermAI’s training, especially compared to using only Imagenet

Results 
Average metrics for the different training strategies
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Results
Pre-training on Imagenet, followed by merged dataset
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Results
Merged dataset
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◼ Seborrheic Keratosis, the best represented class, in all three datasets, seems to best learn directly from more 
samples (merged dataset)

◼ Actinic Keratosis also seems to best learn from a merged dataset, although regarding fine-tuning it shows 
better sensitivity when fine tuned with EDRA

◼ Haemangioma’s classification is worsened by fine-tuning, and analyzing the reduced number of samples, they 
are very different from Dermofit’s, and variable in location, image conditions, etc.

◼ Pendulum fibroma seems to benefit from a larger training set (merged), but regarding fine-tuning seems to 
benefit, especially in sensitivity, from more including EDRA (although the class is missing)

◼ Conclusion: seems to benefit some of the categories, especially if there are

◼ Pronounced differences between the datasets

◼ Sufficiently large and diverse samples
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Results
Pre-training on Imagenet → DermAI
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Results
Fine-tuning simply on DermAI

Page 20

◼ Dermatofibroma seems to get worse with more fine-tuning steps, mostly due to the very reduced number of 
samples available
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Results
Pre-training on Imagenet → EDRA → DermAI

Page 21



© Fraunhofer Portugal 

Results
Adding EDRA

Page 22

◼ Solar Lentigo is also a very low-represented category, reflecting in a very poor performance (only slightly 
increase using EDRA)

◼ Molluscum Contagiosum seems to benefit from fine-tuning, with best results when using EDRA, although the 
category is only present in DermAI, in small number

◼ Basal Cell Carcinoma are also associated to different biological and clinical manifestations. The very poor results 
motivated a deeper analysis and we found that most images in DermAI were anatomical ones (mostly faces), 
whereas for EDRA and Dermofit were macroscopic, focused on a single lesion

◼ One of the most critical categories in this type of task is Malignant Melanoma, present in the 3 datasets, 
although with a small number of training samples (< 40). Even with poor results, previous fine-tuning with 
EDRA seems to benefit, especially sensitivity, which is key for diagnosis.

◼ Conclusion: EDRA’s image conditions and variability are closer to DermAI’s, which may help in learning more 
robust features, especially in categories whose clinical manifestations are similar in both datasets
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Results
Pre-training on Imagenet → EDRA → Dermofit → DermAI
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Results
Adding Dermofit
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◼ Nevus (the 2nd most prevalent class) clearly benefits from fine-tuning, increasing sensitivity with more steps

◼ Viral Warts are one of the best classified categories, even though not highly represented, and seems to benefit 
from including Dermofit in the fine-tuning process



© Fraunhofer Portugal 

Results
Additional discussion
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◼ Neoplasm of Uncertain Behavior, as the name suggests, involves very different clinical manifestations, making 
this one of the most challenging categories, with no clear benefits from fine-tuning

◼ Similarly, Other Malignant Neoplasms are also challenging, encompassing very different types of lesions, not 
supported by a sufficient number of training samples

◼ Most prevalent errors were validated by clinicians as being clinically expected
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Conclusions

◼ Skin lesion classification, as expected, is highly dependent on the data

◼ Quantity, quality (standardization)

◼ Real-world clinical datasets are very challenging, with variable image field-of-view, focus on single lesions, 
etc.

◼ The impact of an acquisition support tool to help mitigate these issues may prove to be essential to achieve 
good results

◼ When comparing direct dataset enriching (when there are shared classes) vs. sequential fine-tuning, 
conclusions are not so clear

◼ If the categories show significant differences between datasets, merging seems the best choice

◼ If you have less represented classes, and datasets with similar clinical manifestations are available, 
sequential fine-tuning seems to help
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Future Work

◼ Evaluate the impact of our group’s acquisition tool (pilot was delayed due to Covid)

◼ Explore more data-centric approaches

◼ Automatic segmentation of the lesion (cropping the image) – showed very promising preliminary results

◼ Include metadata, such as age and sex – showed marginal improvements in preliminary tests

◼ Study the possibility of leveraging both approaches in the same learning task 

◼ Automatically merge categories from different datasets where image variance between them is calculated 
to be high

◼ Followed by iterative fine-tuning steps

◼ Explore Hiearchical Classification to explore the fact that different categories show more or less shared clinical 
manifestations
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Thank you for your attention !
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