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•The world's online marketplace

•eBay is a global commerce leader; connects millions of buyers and sellers
around the world

•Facilitators for online sales.

–Sold items range from broken pens to multi-million dollar homes and
more.

–Auction + Fixed price

•One of the largest data warehouses.
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eBay
BUSINESS
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eBay Inc at a glance

$2.1B
Revenue in Q1 2016

$20.5B
GMV in Q1 2016

162M
Global Active Buyers

57%
International

revenue

Q1 2016 data

$9B
Mobile Volume

314M
App downloads
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Mass Adoption of
Mobile Devices

Digitization
of Cash

Transformation
of Cards

Fragmentation of
Payment Types,
Technology and

Channels

Rise of Fraud
and Cybercrime

Money is

changing



PayPal is leading the transformation

AT SCALE*

184 Million Active Accounts**

$282 Billion Total Payment
Volume ($66Billion Mobile)

$9.24 Billion Revenue***

4.9 Billion Transactions
(1.4B Mobile)

WITH MOMENTUM*

+17 Million Active Accounts Gained in 2015

+27% y/y TPV Growth****

+24% y/y Transaction
Growth
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Of shoppers in key
markets, 79% used PayPal

for a cross-border
transaction between June

2012 and June 2013.

In 2014, 94 million people
shopped with PayPal
across borders in key

markets.

In key markets, cross-
border trade is expected
to pass $300B in 2018.

Our international

footprint
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x 100K
Cores

x 10 PB
Storage

OpenStack Cloud

> 10K
Physical
Servers

x 10K
VMs

3000
engineers

x
10M
Lines

x 1000
Releases
/year

> 1000
Services

x 1000
Builds/d
ay

x 1000
Deploy/day

Key Statistics

9 Availability
Zones

3 Regions
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Why Cloud?

•Infrastructure and platform lifecycle management

•Ease of Operations

–Monitoring and Remediation

–Metrics and Analysis

•Capacity management

–Improved resource utilization

–Quick Flex up/down
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Topology
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Routing in data center

Border Router

DC1

DC3

DC2

App Tier
LB
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Layers

Hardware – Proc, Mem, network

Virtualization– Host OS and Guest VM

Platform – JVM, eBay Framework
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Challenges

•Heterogeneous hardware

•Virtualization hazards

– Noisy neighbors

– Sharing/Stealing of resources

•Platform Integration

– No Standard metrics

– Need to be normalized

•Capacity nightmare

– Scalability

– Predictability
Hardware – CPU, Mem, Network

Virtualization– Host OS and Guest VM

Platform – JVM, eBay Framework
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Traditional Capacity Planning

•Metrics from lab test

•Sometimes from live production

–Data available only for the operating range

•Extrapolate this for future anticipated traffic

•Doesn’t take scalability into consideration

•Potential under-provisioning leads to high transaction
response times
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Canary - 1

•Red Canary

–Always DR level traffic

–Eventually will lead to right size

–Fixed size hardware in cloud environment

–Inevitable wasted capacity

–Utilization profile of canary vs. regular machine

•AutoStress tool – characterize the application
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Canary - 2

•Brown Canary

–Application characterization

–Auto-stress tool to scale this step of process

–More accurate estimate of Max throughput

–Application characteristics change over time

–Inevitable wasted capacity
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Utilization profile

•Utilization percentage on VM

•Relative to capacity

•Estimate of percentage of capacity wasted
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Two Alternatives

•Pre-determine number of machines needed and send
traffic to all machines equally.
–All machines will be almost equally utilized.

–Hard to tell when to add a new machine.

–Machines may be heterogeneous.

•Send traffic to machines in an ordered way.
–Send traffic to machine 1, send to machine 2 when 1

saturates, etc.

–Unequal usage but when traffic reaches last machine, add
capacity.
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New Idea

•Send all traffic to minimum number of machines.

•Use response time metric as feedback.

•When response time worsens, add machines.
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Typical Traffic Pattern
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Num_conn(NodeNum)
< Cmax(NodeNum)

NodeNum > NodeMax
Y

Y

Y

N

N

Route Request to
NodeNum

Degrade
SLA

NodeNum = 1,
Routed=0

Routed = NodeNum

NodeNum = NodeNum + 1

How the flow works – Node Selection
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Core of the algorithm

Dynamic history

Transaction time statistics => SLA_med, 1s, 2s

Max Connection count (Cmax)

System configuration

TT node T T
TT

Accumulator
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Core of the algorithm

Dynamic history

Transaction time statistics => SLA_med, 1s, 2s

Max Connection count (Cmax)

System configuration

TT node T
T

TT

SLA_med + 1s

Accumulator
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Core of the algorithm

Dynamic history

Transaction time statistics => SLA_med, 1s, 2s

Max Connection count (Cmax)

System configuration

TT node
T T

T
T

SLA_med + 2s

SLA_med + 1s

Accumulator
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Capture Response time (Resp)

Accumulator =+ (Resp – SLA_Med)

Accumulator > |σ*sqrt(N) |
OR N > NMax

Accumulator >σ*sqrt(N) Accumulator < -σ*sqrt(N)

CMax = MIN [CMax+1, Conn+5]

N = N + 1

CMax = MAX [CMax-1, 1]

Initialize: N = 1, Accumulator = 0

Y

N

N

Y

Y

N

How the flow works – at each node

26



Degraded Operation to accommodate bursts
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Num_conn(NodeNum)
< CMax(NodeNum)

NodeNum > NodeMax

Y

Y

N

N

Route Request to NodeNum,
SLA_Med=OLD_SLA_Med

NodeNum = 1, Routed=0

Routed = NodeNum NodeNum = NodeNum + 1

OLD_SLA_Med = SLA_Med

Degrade
SLA

SLA-med=SLA-med*1.1
Recalculate Cmax with

SLA_Med



Nodes phased in gradually Nodes dropped out or eased as traffic goes down

Well behaved load

28



Inadequate capacity in-time – Degraded response time
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Extension to Heterogeneous environment
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How to create groups?
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Comparisons by command type
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Thank you!!

Now,
Open for Discussion
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developers

+2.5
MILLION

payments/year

4.9
BILLION

payments/
second at peak

~300

active customer
accounts

184M

petabytes
of data

42

database
calls/ quarter

4.5T

PayPal operates
one of the largest

PRIVATE
CLOUDS

in the world

We have transformed
core business

processes into robust

SERVICE-BASED
PLATFORMS

The power of
our platform

Our technology transformation enables us to:

• Process payments at tremendous scale

• Accelerate the innovation of new products

• Engage world-class developers & technologists
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