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Presenter: Ze-long L1

A full-time graduate student from University of Jinan, majoring in computer technology, with a
research focus on network and information security. Currently, he works with his supervisor in
the company.
< Computer software:Electronic Document Passwords Management System.(Applying)
< Computer software:Network Security Events Warning System.(Applying)

Our research interests are mainly related to passwords, especially
rainbow tables and password guessing (especially combined with
deep learning).
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identity authentication >
(Dproving your identity based on what you know
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8 Present situation

According to the China Internet Network
Information Center (CNNIC), by December 2022, the
number of Internet users in China has reached 1.067
billion.

Password security issues have long been a
concern. Therefore research on

password guessing 1s necessary.

2015-2021 Global Internet Users (Unit: 100 million)

EE Passwords are still the most commonly used identity
authentication method due to their strong universality,

high security, and low cost.

2015 2016 2017 2018 2019
® 2019 @ 2020 @ 2021

2020 2021

® 2015 @ 2016 @ 2017 @ 2018
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______________________________________________________________________________________________________________________

1979 ® Robert Morris and Ken Thompson
Brute-Force Attack and Dictionary Attack

1980 ® Hellman
Time-Memory Trade-Off (TMTO) method

2003 ® Qechslin
Rainbow table

original method
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______________________________________________________________________________________________________________________

200 ® Narayanan and Shmatikov

Markov model

2000 o Weir et al.

Probabilistic Context Free Grammar (PCFG)

2016 ® Melicher's team
Recursive Neural Network(RNN)

Start considering

the models
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______________________________________________________________________________________________________________________

2019 ® Hitaj et al.
Adversarial Networks (GANs)==>PassGAN

2000 e He et al.

Transformer==>PassTrans

2022 ® Sanjay et al.

Bidirectional Generative Adversarial
Network(BiGAN)==>PassMon

2023 * Rando et al. Deep learning

large language models==>PassGPT
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Transition Probability : P;=P(X,=)|X, ;=)
X represents the state at a certain moment, for example, X, represents
the state at time n. |-_\)

The reason why Markov model can be used for password
guessing 1s that a Markov model defines a probability
distribution on a symbol sequence. In other words, it allows

for sampling of character sequences with certain attributes. El%

Initial state

zero-order model : P(a)=m, <, V(X)
first-order model : P(X,X,...X,)=v(x )T v(x;. |x;) =

Predict the possibility of occurrence

An example: “loveyou” (first-order )

P(loveyou)=P(10)P(v[10)P(e|ov)P(y[ve)P(oley)P(ulyo) &‘%
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78 Methods

Narayanan and Shmatikov Dirmuth et al. Guo et al

Since then, password guessing A new method, using an ordered A dynamic mechanism called

has entered a "new era". Markov enumerator(OMEN), the Dynamic Markov Model
based on Markov model has was proposed 1n 2021.

been proposed.
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single model

Ordinary Markov OMEN Dynamic Markov

« The drawbacks of the e Compared with ordinary * The purpose of the dynamic
Markov model are Markov, OMEN improves the mechanism 1s to reduce the
evident, as it generates a speed of password guessing, repetition rate and to improve
large amount of duplicate which 1s only close to the coverage.And it solves the
data when cracking probability of password problem of OMEN always
passwords, resulting in guessing.OMEN is a generating the same password
high repetition rates and deterministic algorithm. in the same order.

low coverage, resulting
1n resource waste.
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Covem ge
T
<10-12 310024 161 817

[10-12,10-11) 231826 1168 26988 980
[10-11,10-10) 3347797 13507 1409272 13275
[10-10,10-%) 410065 95250 287433 122463
[10-%,10-8) 390731 272115 340801 350988
[10-3,10-7) 284911 271945 268945 284897
[10-7,10-%) 116095 115973 112954 116094
[10-6,10-5) 19827 19826 19456 19827
[10-5,10-4) 2701 2701 2671 2701
[10-4,10-3) 243 243 243 243
[10-3,10-2) 4 4 4 4



PCEFQG 1s an extension of Context Free Grammar (CFG), which 1s a method of Rule Based
Natural Language Processing (NLP). The main function of CFG i1s to verify whether the input
string conforms to a certain grammar G, which is similar to regular expressions, but CFG can
express more complex grammars. |_‘—:‘%

PCFG checks grammar structures (combinations of special characters, numbers, and

alphanumeric sequences) and generates distribution probabilities, which are then used to
generate candidate passwords. @
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family

2009 2022
Werr et al. Guo et al.
Weir et al. [4] used only They proposed a

Due to insufficient
investigation of
cryptographic

Keyboard order (keyboard
mode) and multi word
strategy can greatly

degenerate distribution
collection method i and
designed a

Ln, Dn and Sn (L
represents letters, D
represents numbers, and

impr0Ve the PCFG. Corresponding LOW . . .
: : semantic information,
2 DRI el Through its development, Probability Generator Wana et al. proposed
characters.) for the PCFG not only allows for Probabilistic Context 9 - PTop

a general framework
for PCFG based on
semanticenhancemen
t, named SE # PCFG.

guessing passwords in
probabilistic order, but also
fully considers keyboard
mode, resulting in higher
cracking coverage.

specified n-value in
grammar, except for the
starting symbol. They
call these variables
alpha variables, digit
variables and special
variables respectively.

Free Grammar (LPG-
PCFG) model based on
PCFG.

2015

Houshmand et al.
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Kcylboaurdl basc structurcs VS PCFG

1234 D, K,4
w2w?2 LDLD K,
ASD1234QW L.D,L, KsD,L,

Q112 LDSD K,

Xisa

password. Modification rules degeneration distribusion

B T

Rulel p(x*)-o, p(x)+a/(Ns-1)
Rule2 p(x)-a px)+a/(1-p(x*))p(x’)
Rule3 Bp(x*) P(x)+(1-B)p(x)(1-p(x"))p(x)
Rule4 Bp(x*) Px)(A-P)pxH)(1-p(x))p(x)

Rule5 1-y(1-p(x*)) TP(X)
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Using Neural Networks to simulate the resistance of passwords to guessing attacks can be more effective than

Markov models and PCFG. Neural network modeling uses less space than Markov models, and neural network can
transfer knowledge from a task to related tasks. E\}

Having a variable topolo and weight
 RNN g P gy g

sharing

Composed of a combination of forward

LLSTM and backward LSTM

BiLSTM —

Recursive Neural Networks — LSTM Combining short-term memory and
MLSTM — multiplication recurrent neural network

architecture

Neural Network

Having a simpler structure and better

performance than LSTM networks

- GRU —

Convolutional Layer~ Pooling Layer-
-~ CNN —

Fully Connected Layer

Convolutional Neural Networks | ResNet — Addressing network degradation issues

A structural innovation of CNN applied
- TCN —

to time series problems
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2019
Long Short Term Memory: LSTM Li et al.
®
2018 In 2019, Li ‘s team also
Zhang et al. applied BiLSTM to
password guessing.
@
2016

They combined the advantages of
PCFG and neural networks to
propose a password guessing

Melicher et al.

o method based on structural
Melicher’s team used an LSTM network, partitioning and Bidirectional Long
which could solve the gradient explosion Short-Term Memory Recursive
problem caused by long text, including Neural Networks, named the
memory gates, forgetting gates, and output SPRNN model.

gates. Determine which information is
discarded and which information is left
through three "gates".




Temporal Convolutional Network: TCN

2022
Chang et al,

TCN is an algorithm used to solve time
series prediction.Ye’s team proposed a
password guessing model based on TCN,
named PassTCN.In order to further
improve the performance of password
generation, a new password probability
label learning method is also proposed.

Addressing the difficulty of selecting sequence length
in traditional LSTM models for password generation,
they considered user personal information and
proposed a multi sequence length LSTM password
guessing model.

Embedding [# Dense - Dense - Dense - Dense
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The optimization objective function of GAN: minmax ( , ) |—'—:|Q\5

The loss function of GAN: V(D.G)= - ([ O+ - ol A= ( ON

GANSs are inspired by the zero sum game theory, which consists of two parts: a generative model (G) and
adiscriminant model (D). E‘)

Noise & G

D |- / Train data /




Hitaj et al. 2019

PassGAN does not rely on password analysis like Markov models, PCFG, and neural
networks, but instead uses GAN to automatically learn the true password distribution from
publicly leaked passwords. In other words, we do not need any professional knowledge
related to cryptography, and applying GAN can generate high-quality passwords for

guessing.

= Nam et al, 2020

Nam’s team proposed a candidate password for optimizing guessing, named REDPACK
using a relativistic GAN method.REDPACK effectively combines multiple generation
models to generate passwords. Generator G can effectively optimize candidate password
selection by selecting different models, such as OMEN, PCFG, etc.

Jiang et al, 2022

They proposed a password generation model based on ordered Markov enumeration and
discriminant networks (OMECDN) for PassGAN and added gradient normalization to
PassGAN.



Yu et al, 2022

They found that the combination of IWGAN and gradient penalty 1s not an 1deal
method to solve the shortcomings of GAN, so they added gradient normalization

counting to discriminator D and named it GNPassGAN.

Zhou et al, 2022

They proposed a new structure based on PassGAN, which uses LSTM network for
generator G and multiple convolutional layers in discriminator D, based on the
non differentiability of discrete data sampling process and the impact on
backpropagation. In addition, the biggest contribution i1s the addition of Gumbel
SoftMax, named G-Pass.



78 Methods

|f] £ A\
EEIJ s l-ﬁ IARIA
1 y :EUH IN A\

Structure
INPUT Conv 1D Conv 1D *0.3 o OUTPUT

Residual Block’ s Architecture,

INPUT [ Residual Residual
[ Noter ——=(Gnea-emmmpabel  ades' —rr—e] S pf comao P
L

T INPUT | Resicdual
_ NOISE 44—| ConwvlD —I-I El:.ﬂ-l:kl

PassGAN’ s Architecture,Upper generator G, lower discriminator D,
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Model Name Basic Generation Model Types Publication Year

Markov Markov 2005
PCFG PCFG 2009
OMEN Markov 2015
Next Gen PCFG PCFG 2015
FLA RNN,LSTM 2016
PassGAN GAN,IWGAN 2017,2019
GENPass PCFG,LSTM 2018,2020
SPRNN BiLSTM 2018
BiLSTM BiLSTM 2019
REDPACK PCFG,GAN,etc. 2020
Dynamic Markov Dynamic Markov 2021

GNPassGAN GAN 2022
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Model Name Basic Generation Model Types Publication Year

PassTCN-PPLL TCN 2022
LPG-PCFG PCFG 2022
G-Pass GAN 2022
Passtrans Transformer 2022
OMECDN Markov,GAN 2022
PassMon BiGAN 2022
MLSTM MLSTM 2022
PassFlow Flow 2021,2022
WordMarkov Markov 2022
SE#PCFG PCFG 2023
PassGPT GPT-2 2023

PassTCN TCN 2023
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Dynamic
Markov




8 Future research and recommendations A,

v .

..... to find. We can consider data augmentation

~re data. Note that the application of DA technology
the data, as obtaining poor data can lead to worse

~ nhtained data and eliminate bad data. According to

t their passwords based on the topic of the website.
uires a dictionary, and we can use the DA method to

1 the same topic as possible. Based on the special
of website themes, a dictionary is generated for

N |

rd guessing.

Pl dal INUTHildiiZauonn (O1V) Call HIIPIove UiIC Stallity Ul UnLiatul U il U AlN,
WILILIL IS AldU a4 vdallalll U1 UAlIN. 110 WUI'R WO 4iIC UUlllg 1oL viily appiicy oiv w
UDLTIHIIALUI Jy, DUl 41dU AaUuUud OIN U LI alUl U 1V1Uulupic variaiiwy vl UAIN 101
PaddSWOIU qUCHISIILG ITldy ACllICVC DCOLICT 1TCUILLy. Ul LUUINC, HIVUCT U allllllg ICquUiIrcd e

use o1 optimizers.




There are already models In the literature other than Markov models, PCFG, GAN,
etc. applied to password guessing. We hope that more types of neural networks
and deep learning models can be applied to password guessing.

them simultaneusly to password guessing.

We need to detect password leaks, a
provide feedback on password leaks.
passwords have been cracked, how to
research direction.
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