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Introduction #1 K

€ The demand of video streaming has exploded

Mobile video traffic represents a large portion of overall
internet traffic.

GLOBAL APPLICATION CATEGORY TRAFFIC SHARE

- [ Video Streaming 48.9% 19.4% ]
£ 2 Social Networking 19.3% 16.6%
: 2 Web 13.1% 231%
§ - Messaging 6.7% 20.4%
*;3 s | Gaming 4.3% 1.9%
= 6 | 2 Marketplace 41% 1.2%
§ 7| 2 File Sharing 1.3% 6.6%
5 s | 1 Cloud 1.1% 6.7%
z 3 VPN and Security 0.9% 3.9%
10 Audio 0.2% 0.2%

Video apps Social Software Web browsing Audio apps File sharing Other kinds of
networking updates app

Distribution of global monthly mobile data volume

*https://www.statista.com/statistics/383715/global-mobile-data-traffic-share/
*https://www.sandvine.com/hubfs/Sandvine_Redesign_2019/Downloads/2021/Phenomena/MIPR%20Q1%202021
%2020210510.pdf 3



Introduction #2 K

@ Video streaming over mobile network

High speed and broadband wireless access: 4G/5G/Wi-Fi
Mobile devices

® are becoming more sophisticated and have multiple wireless
interfaces.

® switching between multiple interfaces dynamically
v

[These wireless interfaces can be used simultaneously to enable}

efficient and redundant communications.

Wi-Fi

))) Video Client
% 4G/LTE

Web Server




Introduction #3 K

@ Multipath TCP (MPTCP)

use multiple paths simultaneously.
can improve throughput for applications
can guarantee redundancy

~—

[ MPTCP can improve TCP performance J

Web Server — /\/L\ l

( Wi-Fi () Video Client

(\ Internet /S D
4G/LTE A




Video streaming over Multipath TCP A<

€ MPTCP performance is determined by:

MPTCP scheduler
MPTCP congestion control

; - p— B

~~ 1

[ MPTCP scheduler ] [ MPTCP scheduler ]

\L

Internet
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Video streaming over Multipath TCP A<

€ MPTCP scheduler
determines a path to forward packets
€ MPTCP congestion control

adjusts congestion window (cwnd) size as well as conventional TCP
congestion controls

p
i Server Step1 : Scheduler }

7 determines forwarding path

~~

[ MPTCP scheduler ]

Step2 : TCP congestion
control adjusts cwnd




Video streaming over Multipath TCP A<

€ MPTCP scheduler
determines a path to forward packets

€ MPTCP congestion control

adjusts congestion window (cwnd) size as well as conventional TCP
congestion controls

Client

Step 3 : Scheduler reorders /
the arrived packets

1r

\[ MPTCP scheduler ]

Internet
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Head of Line Blocking K

€ Head of Line Blocking(HOL blocking)

HOL blocking occurs when data already delivered at the receiver is waiting
for additional packets that are blocked at another sub-flow, potentially
causing incomplete or late frames to be discarded at the receiver.

l Server Client
g h g
ir

[ MPTCP scheduler ]

r

& _/




Head of Line Blocking K

@ At the receiver, video frames cannot be recovered
due to HOL blocking, resulting in poor video quality.

[ Step 2 : HOL Blocking occurs ﬁ

[ Step 1: No.4 packet doesn't \\ \ MPTCP scheduler ]

& _/
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BBR congestion control K

@ Bottleneck Bandwidth and Round-trip propagation
time (BBR)
Available on Linux kernel 4.9 or later since Google
announced in September 2016.

New congestion control without Loss-based algorithm.

BBR constantly monitors throughput and RTT,
adjusting data transmission rate while understanding the

relationship between the amount of transmission data
and RTT.
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Objective K

@ Important factors in video streaming over MPTCP

Determination of a path to forward packets for MPTCP
scheduler.

Congestion control of each sub-flow.

¥ We experimented with various combinations of
conventional and proposed schedulers and
MPTCP congestion control.

€ \We evaluated MPTCP video streaming with BBR
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MPTCP schedulers

@ Default Scheduler (Linux implementation)

Low RTT First (LRF)
selects the path with smaller RTT

€ Proposed schedulers
Throughput-based
®| argest Packet Credits (LPC)
®| argest Estimated Throughput (LET)
Reducing sub-flow switching-based
®Greedy Sticky (GR-STY)
® Throughput Sticky (TP-STY)
® Throughput RTT Sticky (TR-STY)
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LRF scheduler K

@ Low RTT First (LRF) scheduler

MPTCP default scheduler (Linux implementation)

selects the path with smallest RTT among paths with
congestion window space for new packets

o -
g o L
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LRF scheduler

@ Low RTT First (LRF) scheduler

MPTCP default scheduler (Linux implementation)

selects the path with smallest RTT among paths with

congestion window space for new packets
Server

l LRF selects the small RTT path 1

g Large
— RTT

o /
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LPC scheduler K

@ Largest Packet Credits (LPC) scheduler

Among the sub-flows with space in their congestion

window cwnd, this scheduler selects the one with largest
available space

N |
i = L
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LPC scheduler K

@ Largest Packet Credits (LPC) scheduler

Available space consists of the number of packets allowed by
current cwnd size subtracked from the number of packets that have
not been acknowledged yet

Server LPC selects the path with }

j largest available space

)
LPC
, Large
— RTT

o Y /

Largest available space
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LET scheduler K

@ Largest Estimated Throughput (LET) scheduler

Among the sub-flows with large enough cwnd to accommodate new
packets, this scheduler selects the one with largest throughput.

Server Client

- i

R

O )

%

Large
RTT

|
&
s,
|
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LET scheduler K

@ Largest Estimated Throughput (LET) scheduler

the estimated throughput in each sub-flow as cwnd/sRTT

Server

]

5' Small throughput
A _

e Large throughput

Large
RTT

/

LET selects the path with
largest throughput(cwnd/sRTT)
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GR-STY scheduler K

@ Greedy Sticky (GR-STY) scheduler

selects the path with smallest RTT as same as LRF

But, once a path is selected, GR-STY stays on a path for as long as
there is available window space

Server Client

8 R

!
GR-
STY

O )

%

Large
RTT

o / o /

f

—
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GR-STY scheduler K

@ Greedy Sticky (GR-STY) scheduler

selects the path with smallest RTT as same as LRF

But, once a path is selected, GR-STY stays on a path for as long as
there is available window space

Server

GR-STY stays the path for as long
as there is available window space

U

GR-

STY
Large

;/g RTT
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TP-STY scheduler

@ Throughput Sticky (TP-STY) scheduler
selects the path with smallest RTT as same as LRF

A new path is selected only if the throughput of the new path is
larger than the throughput of the currently selected path

Server

]

)

TP-
STY

—

A

5’ Small throughput

Large throughput

Large
RTT

TP-STY switches the path if the throughput of the new}

path is larger than that of the current
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TR-STY scheduler K

@ Throughput RTT Sticky (TR-STY) scheduler

selects the path with smallest RTT, similar to LRF

But, in addition to TP-STY, TR-STY switches paths only if the new
path has smaller RTT than the current one

Server

]

5’ Large throughput

e
TR-
STY mall throughput
‘ Large
— RTT

/
TR-STY switches the path if it has smaller RTT and the
throughput of the new path is larger than that of the current
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MPTCP Congestion Control K

€ Uncoupled congestion controls
determine congestion window size independently for each subflow
BBR

® Use two metrics, RTprop (round-trip propagation time) and BtIBw
(bottleneck bandwidth), to adjust congestion window size.

Cubic
® L oss-based algorithm, Linux standard.
® Use the cubic function to adjust cwnd.
Compound
® Loss-based and delay-based algorithm.
® Determine the window size by the sum of dwnd and cwnd.
€ Coupled congestion controls
determine the congestion window size by considering the entire connection.
Linked Increase Algorithm(LIA)
Opportunistic Linked Increase Algorithm(OLIA)
Balanced Linked Adaptation Algorithm(BALIA)
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Coupled Congestion Control &K

@ Linked Increase Algorithm(LIA)

Loss-based algorithm with traffic load balancing of multiple paths

New Reno is used in each sub-flow, and the congestion window size
increase / decrease method (AIMD: Additive increase multiplicative
decrease) is adopted.

Load balancing is performed by increasing cwnd for paths with low
RTT and decreasing cwnd for paths with large RTT.

€ Opportunistic Linked Increase Algorithm(OLIA)
Loss-based algorithm with TCP friendliness

Estimate the number of bytes sent between the last two packet
losses and adjust the congestion window size.

¢ Balanced Linked Adaptation Algorithm(BALIA)

Loss-based algorithm with TCP friendliness and responsiveness
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Performance Evaluation K

€ \We analyze video performance vis-a-vis TCP
variants and path schedulers

® We utilize experiments to evaluate the video
performance for various combinations of TCP and
schedulers
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Experimental Environment K

€ HTTP apache video server is connected to two routers

€ V/LC video client is connected to LTE base station and
router1

€ \We set emulator between server and router1

@ Since the bandwidth of IEEE 802.11a is sufficiently large for
the bit rate of video, we have adopted 802.11a as the

wireless LAN interface.

Base Station
Router?2 e

S LTE

% g Internet
Web Server
Emulator

Routerl

Video Client

|IEEE 802.11a
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Video/network Settings

Table 1: Video Settings

Video size 113 MBytes

Video Rate 5.24 Mb/s

Playout time 3 mins

Encoding MPEG-4

Video Codec H264 AVC

Audio Codec MPEG-4 AAC
Table 2: MPTCP Settings

LRF(default)

MPTCP Schedulers LPC, LET
GR-STY, TP-STY, TR-STY

» Uncoupled
« BBR
 Cubic
« Compound
» Coupled
« LIA
« OLIA
« BALIA 28

MPTCP Variants



K

Experimental Scenarios #1

€ \\We use network emulator

We set delay and dynamically packet loss for Wi-Fi path

only
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Experimental Scenarios #2 K

@ The reason for dynamically varying packet loss on Wi-Fi
path.

Video streaming in mobile networks changes the packet loss rate of
the Wi-Fi path as the Mobile device moves.

Scenario A

assumes that user device is within Wi-Fi range and has relatively
good communication.

Scenario B

assumes that user device is at the end of Wi-Fi range and has a
poor communication.




Experimental Scenarios #3 K

& Scenario A

Packets loss ratio starts from 0%.

We set to increase by 1% every 5 seconds for 180
seconds, with a maximum of 6%

Packet loss rate rises to 6% twice during video playback.

%um= 6% packet loss ]

acket loss [%)]
N WO A O1 O N

5
10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

100
105
110
115
120
125
130
135
140
145
150
155
160
165
170
175
180

Video Time [s]

Scenario A 31




Packet loss [%)]

o = N W A 1l O N

Experimental Scenarios #3 K

Time Packet Loss
D0s — 30s 0%

@231s — 55s 1% - 5%
3565 — 85s 6%

@86s — 110s 5% - 1%
®111s — 140s 0%

©®141s — 165s 1% - 5%
@165s — 180s 6%

m)(Ey (@) (@) (&) (&)@

Scenario A 32




Experimental Scenarios #4 K

& Scenario B

Packets loss ratio starts from 6%.

We set to decrease by 1% every 5 seconds for 180 seconds, with a
minimum of 0%

Packet loss rate rises to 6% three times during video playback.

Maximum = 6% packet loss ]

o N

Packet loss
O = N W b

Scenario B 33




Packet loss [%)]

o = N W b~ 0 O N

Experimental Scenarios #4 K

Time Packet Loss
D0s — 30s 6%

@231s — 60s 5% - 0%

®361s — 90s 0% - 5%

@91s — 120s 6%

®121s — 150s 5% - 0%

®151s — 180s 0% - 5%

G (el e X e s

Scenario A
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Experimental Scenarios #5 &K

¥ \We set up four scenarios in Scenario A and B with
modified RTT for the Wi-Fi path only.

A1 LTE. ks Scenario A RTT 80ms

Wi-Fi 20ms RTT 40ms
A2 wiF some  SenaoA  Lrrgond
31 wim zome SMoB  Rrrome
32 Wik some @B Grregme

35



Scenarios A1 and A2 K

@ Scenario A1 baseline with scenario A packet loss, where
Wi-Fi path of low RTT is predominantly used.

@ Scenario A2 is a slightly larger Wi-Fi path delay causes
cellular path to be used.

LTE Oms . RTT 80ms

A1 20ms Scenario A RTT 40ms
Oms . RTT 80ms

A2 30ms Scenario A RTT 60ms

St £ sl sl BT ]

36



Scenarios B1 and B2 '\ '¢

@ Scenario B1 with scenario B packet loss, where a Wi-Fi link
with low delay faces a heavier loss scenario representing
user situation at which device is at the end of Wi-Fi range.

@ Scenario B2 is a Wi-Fi path delay large enough to have
cellular path predominantly being used.

Scenario B loss pattern is
heavier loss scenario because of
starting packet loss 6%.

B1 LTE Oms Scenario B RTT 80ms
Wi-Fi 20ms cenario RTT 40ms
- LTE oms RTT 80ms

Wi-Fi 30ms Scenario B RTT 60ms

37



Performance evaluation index &K

€ Video Performance
Picture discard
Number of frames discarded by the video decoder

Buffer underflow
Number of buffer underflow events ad video client buffer

€ Transmission Performance
Total Packets
Total number of packets sent during video playback

Retransmit Packets

Total number of packets retransmitted during video
playback

The experiment is conducted five times and
the average is calculated. 38



Scenario A1 : video performance

® Path properties

packet loss pattern = Scenario A
Wi-Fi: RTT=40ms, LTE: RTT= 80ms

@ Figures report on video streaming buffer underflow and
picture discard performance

@ Except for LIA, the video quality is excellent.

100 I BBR IEm ! BBR I
Cubic e Cubic Mo
Compound Nm——— Compound Ne—
80 | LIA Mewm— 40 i LIA s
OLIA CIZICD OLIA OODDG
BALTA nae BALIA (00000
60 i 30 |
40 20
10 .
20 l
L o L Lo

L-RF' LET LPC GR\STYTP\STYTR\STY

s = ! K
LRp LEp LPc  GR-gpIP-gpIR~sp,

Buffer underflow (times) Picture discard (times)

39
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Scenario A1 - Total Packets K

® Path properties

packet loss pattern = Scenario A
Wi-Fi: RTT=40ms,LTE: RTT=80ms

@ Figures report of LTE and Wi-Fi Total Packets
OWe can see that LTE path is most used

100000

80000

60000

40000

20000

LRF LE’T LPC GR"STY ~Sp R\STY

BBR I 100000 T T T T T T BER Hmmm

Cubic fmom: Cubic Mo

Compogr:gg —— Compound Nem—m—

AU— LIA v

OLIA —_—_j_-—t—J 80000 1 OLIA NS

BALIA 0000 BALIA (.00
60000

40000

20000

LRp LEp Lpe GR\ST_Y ~Sp R\STY

Total packets LTE (number of packets) Total packets Wi-Fi (number of packets)
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Scenario A1 :Retransmit Packets K

® Path properties
packet loss pattern = Scenario A
Wi-Fi: RTT=40ms,LTE: RTT= 80ms

@ Figures report of LTE and Wi-Fi Retransmit Packets
€ We can see that BBR has a high number of retransmissions

400 , . ' ' ' ' BER mmmm 3000 : ' ‘ ‘ ' ' BER Hmmmm
Cubic oo Cubic e
350 7 Compound N— Compound N
LIA S 2500 i LIA w—
300 | O, OLIA @ooas
BALTA 00 BALIA 0000
2000 -
250 |
2oo<— 1500<—
150\
1000 F
100 |
500 |
50
i '
LRp LEp IPC GR~STP~ST x?R‘STY 0 Lrp Lep Lbe GR“STIZ'P*ST;’R‘STY
Retransmit packets LTE Retransmit packets Wi-Fi
(number of packets) (number of packets)
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Scenario A2 : video performance

€ Path properties
packet loss pattern = Scenario A
Wi-Fi: RTT= 60ms,LTE: RTT= 80ms

€ Compound, OLIA and BALIA have a large buffer underflow
and picture discard performance using TP-STY scheduler.
LIA variants perform poorly.

100

BBR N

Cubic ﬁ 50 T T T T T T BBR _
Compound Nm—— Cubic ommm
r e LIA " Compound H—
80 OLIA Toood 40 F ] LIA mw—"
BALIA 000000 OLIA '_‘___.
BALIA !llllx
60 =1 30
40 20
10 J
20 |
] o o l {. l
v m R Lrp Lzp Ipc GR g, TP g, TR<
T Sp Sp
LRp LEp Lpc GR\STg’P\STgR‘STY ig ig ig
Buffer underflow (times) Picture discard (times)
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Scenario A2 - Total Packets K

€ Path properties
packet loss pattern = Scenario A
Wi-Fi: RTT=60ms,LTE: RTT=80ms

¥ We can see that TCP variants of poor video performance under TP-STY
prefers Wi-Fi path to LTE path, even under large Wi-Fi path delay and

100000 T T l__._; l___; T l._ BER Hmmmm 100000 T T T T T T BER EEEEm
i i ] ] Cubic & Cubic &
Compound Neu— Compound Nemm——
i LIA W i : LIA We—
2000 OLIA SGES 80000 OLIA Dooos
BALIA oo BALIA S
60000 60000 [
wooo - IR ER: TR IR \ - 40000 |
20000 - . 20000 |
: P 1 i ; 0 : : i p ] ﬂl.
Lem ‘ ' IRp LEp LPe GR_g, TP_c TR.
Lrp LEp LpPC GR\STZI;P\ST%R\STY STy ~STy STy

Total packets LTE (number of packets) Total packets Wi-Fi (number of packets)
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Scenario A2 :Retransmit Packets K

® Path properties
packet loss pattern = Scenario A
Wi-Fi: RTT=60ms,LTE: RTT= 80ms

€ We can see larger retransmissions for BBR than other
variants across schedulers except TP- STY on Wi-Fi path.

400 . , ; : . . 3000

BBR T T T T T T BBR _
Cubic fmmam Cubic o
350 1 Compound N Compound N—
LIA sssms 2500 - . LIA e
300 ¢ - O OLIA Dooos
BALIA ... BALIA (i

250 2000

200

150

100

50

LRp LEp LPC GR‘STY “STYR“STY .l
LRF LE’T LPC GRNSTY NSTYR\STY
Retransmit packets LTE Retransmit packets Wi-Fi
(number of packets) (number of packets)
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Scenario B1 : video performance ¢

€ Path properties
packet loss pattern = Scenario B
Wi-Fi: RTT= 40ms,LTE: RTT= 80ms
€ We notice a wide variety of performances vis a vis path scheduler/TCP
variant combinations. Impressive is the consistent good performance of
BBR TCP variant, even across all schedulers.

100 T T T T T T BBR _ 50 5 i i’ L i T B?R _
Cubic 00000 Cubic s
Compound N Compound N—
OLIA oS | OLIA ooood
BALIA thlLix BALIA (0
60 30 +

40 20

20
10

|

: 1 " " ] ’: 1 A ]
i o b o

LRF LE’I' LPC GR\ST,[gTP\ST}TR\ST,Y 0 ] I & . ]

Lrp Lep Lpc GR\STYTP\ STYTR‘STY

Picture discard (times)

Buffer underflow (times)
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Scenario B1 : Total Packets K

€ Path properties
packet loss pattern = Scenario B
Wi-Fi: RTT= 40ms,LTE: RTT= 80ms
€ We can see that BBR maintains a better Wi-Fi utilization, striking a
balance between LTE and cellular paths across all packet schedulers.

100000 e — . BpR mmmm 100000 BER HEEEm
i . ; - Cubic s Cubic oo

i 5 5 : o CompoErIlg e N Compound M-

i i i o T H— | LIA m—

80000 it : 5 i ] OLIA TOOo 80000 | & OLIA BZoos
BALIA (17T BALIA I

60000 60000

40000 | ¥
400Q0 ¥ /.

20000 |
20000

o i
1 i
H 1

—_. &
i # 7
| ! f

LRF LE'T LPC' GR\ST%P\STI}IR\STY

Total packets LTE (number of packets) Total packets Wi-Fi (number of packets)

i
),

LRF LE’T LPC GR\STgp\STgR\STY
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Scenario B1 :Retransmit Packets K

€ Path properties
packet loss pattern = Scenario B
Wi-Fi: RTT=40ms,LTE: RTT=80ms

€ BBR with a significantly larger number of retransmissions across all
schedulers than other TCP variants.

400 T T T T T T BBR _ 3000 T T T T T T BBR _
Cubic o Cubic oo
350 7 Compound N— Compound N
LIA wew—" 2500 1 LIA mewes
300 O OLIA Bonas
BRLTR. " BALIA {0700
200 1500(F
160 F
- R 1000
10 i v
50 1 . 500 I
| ¥
LRF L-E'T LPC GR~ST§’P~ST££R\STY 0
Retransmit packets LTE Retransmit packets Wi-Fi

(number of packets) (number of packets) a7




Scenario B2 : video performance ¢

€ Path properties

packet loss pattern = Scenario B
Wi-Fi: RTT=40ms,LTE: RTT=80ms

€ Only TCP variants able to deliver good performance across all
schedulers is BBR and Cubic.

€ LIA variants all deliver large buffer underflow due to their lack of

aggressiveness.
100 T T T T T T
c EBR (= 50 T T T T T T BBR I
ubic o Cubic fomom
Compound Num—— Compound
80 | LIA. W—— LIA weww—
OLIA Tooos 40 OLIA D55oS
BALIA (000000 BALIA ____
60 30 |
40 1 | 20 f 1
20 i i é ! 2 - =
e B | or . i 3 b
! 2 . | ¥ t ¥ ! ¥
: i g i ] b | i i ¥
LRp LEp LPc GR-g TR 0 : ! li i ]

Tp
Ty” STy TSTY i 7 z G 7 T

Buffer underflow (times) Picture discard (times)
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Scenario B2 : Total Packets K

€ Path properties

packet loss pattern = Scenario B
Wi-Fi: RTT=40ms,LTE: RTT=80ms

€ Large LTE path utilization, due to Wi-Fi large delay and heavy packet
losses across all TCP variants.

100000 T T T T T T BBR 100000 T T T ; . ; BER
Ooagl T Cubic o Cubic e
Compound Nm— Compogr;zci Eamm—nt
80000 oﬁg z 80000 r | OLIA ©o5os
BALIA foiies BALIA s
60000 60000 |
40000 40000
20000 | 20000
L EI, EL EG iT !T . 4 L EL ;L ‘;G ;T ;T N
Rp Ep Pc RNSTYPNSTYR~STY Rp Ep bc R‘STYP\STYR”STY

Total packets LTE (number of packets) Total packets Wi-Fi (number of packets)
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Scenario B2 :Retransmit Packets K

€ Path properties

packet loss pattern = Scenario B
Wi-Fi: RTT=40ms,LTE: RTT=80ms

€ As in scenario B2, BBR retransmits more than the other congestion
control variants.

490 ' ' ' ' ' ' BBR mmmm 3000 ' ' ' ' ' ' BER
Cubic Moo Cubic &
350 71 Compound Nu— Compound e
LIA s 2500 [ 7 LIA e
OLIA W= OLIA S5555
300 r i BALIA 700 BALIA 70000
250
200
150 | .
100 .
i LRp LEp LPc GR-g,IP ‘STlg’R‘;TY IRp LEp Lbc CR-gpiP-spiR-spy
Retransmit packets LTE Retransmit packets Wi-Fi
(number of packets) (number of packets)
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Results : evaluation

@ Picture discard for BBR in all scenario
All schedulers with BBR result in good performance

50 T T T T T T 50
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Results : evaluation

K

€ Retransmit Packets for BBR in all scenario
BBR retransmits more than other congestion control variants.
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Results : evaluation K

® Overall, video quality was good for all schedulers and BBR
combinations.

@ In all scenarios, BBR retransmits more than the other
congestion controls.
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Conclusion K

€ In MPTCP video streaming, Head of Line Blocking occurs
due to the difference in communication characteristics of
each path, and the video quality is degraded

# Congestion control of each sub-flow and path scheduler are
important factors for improving video quality.

@ As a result, Video quality was found to be better than other
congestion controls for MPTCP video streaming using BBR.

€ We are currently investigating the reasons for BBR
consistently good streaming performance, despite its large
number of retransmissions.
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