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Introduction and Motivation

�Device-to-Device communication (D2D) is considered a key enabling
technology for Ultra-Reliable Low-Latency Communication (URLLC).

�Achieving ultra-high reliability and ultra-low latency pose challenges in terms of
bandwidth requirements

� The scarcity of radio resources and the limitations on the available system
bandwidth makes spectrum sharing a necessity for D2D implementation of
machine-type communication (MTC) targeting factory automation

� Radio Resource Management (RRM) schemes need to be efficiently designed
for interference management and coordination while guaranteeing tight
URLLC (QoS/QoE) demands



The Different RRM Approaches

�Centralised approach: requires global information gathering by base
stations often results in a high signalling overhead and increased
complexity, thus making it impractical for ultra-dense networks.

�Distributed approach: terminal-centric and supports self-organisation;
therefore reducing the amount of information gathering and processing by
base stations, but may also increase signalling overheads due to the high
therefore reducing the amount of information gathering and processing by
base stations, but may also increase signalling overheads due to the high
amount of information interchange among devices.

�Hybrid approach: combines centralised and distributed approaches in
allocating resources among devices with a trade-off between
performance, signalling overhead and complexity.



Aim and Objectives



Methodology: Stateless Reinforcement Learning 



Methodology: Stateless Reinforcement Learning 



Methodology

Base Station Assisted (BSA) Reinforcement Learning

� For the BSA method, after the training phase, each DUE loads its Q-value table, to the BS � For the BSA method, after the training phase, each DUE loads its Q-value table, to the BS 

for centralised matching. 

� The BS will allocate cellular RB to D2D links in such a way that spectrum sharing is 

optimised and network throughput is maximised.

� There is no need for information exchange between the UEs to find a preferred candidate. 



Algorithm Details (1/2)



Algorithm Details (2/2)



Results (1/2)
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Results (2/2)
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Conclusions and Directions for Future Work

� A semi-distributed Base Station Assisted (BSA) scheme for Radio Resource Management

(RRM) of a network with D2D and cellular users, targeting wireless industrial scenarios was

presented.

� The reinforcement learning based approach presented relies on distributed training of the D2D

agents. Subsequently, the look-up tables for the D2D agents are loaded to the base station for

centralised channel allocation.

� Simulation results show that the throughput of the presented BSA approach is comparable to

traditional centralised optimisation and demonstrates an improved performance relative to the

deferred acceptance (DA) scheme.

� The future work will focus on evaluating the trade-off between performance, complexity and

signalling overheads for the BSA algorithm relative to other techniques.



Thank you for your attention!


