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Abstract

In his talk, Frank Karg introduces the broad set of
challenges for securing automated, connected
driving and illustrates how the SecForCARs project
is addressing them. He focusses on the use-case
of Cooperative Adaptive Cruise Control and
presents recent research that shows how CACC 
can effectively be attacked to even cause severe
accidents, how misbehavior detection can help to
identify such attacks, and what reaction strategies
are available to then mitigate attack effects.
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Central Elements of ITS Security 
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Misbehavior 
Detection

Privacy 
Protection

ID Management
& Integrity

How do we ensure that
only valid vehicles participate
in ITS communication?

How do we protect vehicles
and drivers from being tracked?

How do we prevent a valid vehicle
from injecting incorrect data into
the ITS?

Pseudonym Schemes in Vehicular Networks: A Survey, IEEE Comm S&T, 17(1), 2015
Survey on Misbehavior Detection in Cooperative Intelligent Transportation Systems, IEEE Comm S&T, 21(1), 2019
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Misbehavior Detection
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Survey on Misbehavior Detection in Cooperative
Intelligent Transportation Systems

Rens Wouter van der Heijden , Stefan Dietzel , Tim Leinmüller , and Frank Kargl , Member, IEEE

Abstract—Cooperative intelligent transportation systems
(cITS) are a promising technology to enhance driving safety and
efficiency. Vehicles communicate wirelessly with other vehicles
and infrastructure, thereby creating a highly dynamic and
heterogeneously managed ad-hoc network. It is these network
properties that make it a challenging task to protect integrity
of the data and guarantee its correctness. A major component
is the problem that traditional security mechanisms like public
key infrastructure (PKI)-based asymmetric cryptography only
exclude outsider attackers that do not possess key material.
However, because attackers can be insiders within the network
(i.e., possess valid key material), this approach cannot detect
all possible attacks. In this survey, we present misbehavior
detection mechanisms that can detect such insider attacks based
on attacker behavior and information analysis. In contrast
to well-known intrusion detection for classical IT systems,
these misbehavior detection mechanisms analyze information
semantics to detect attacks, which aligns better with highly
application-tailored communication protocols foreseen for cITS.
In our survey, we provide an extensive introduction to the cITS
ecosystem and discuss shortcomings of PKI-based security. We
derive and discuss a classification for misbehavior detection
mechanisms, provide an in-depth overview of seminal papers on
the topic, and highlight open issues and possible future research
trends.

Index Terms—Vehicular ad hoc networks, intelligent vehicles,
intrusion detection.

I. INTRODUCTION

THROUGHOUT the field of computer science, securing
systems against malicious attackers has become a funda-

mental requirement for safe, secure, and dependable operation
of applications. Today, professional attacks against systems,
which are mounted by large criminal organizations or even
governments, are becoming increasingly common [1], [2]. At
the same time, computer systems are increasingly intertwined
with the real world, making them more appealing targets.
The term cyber-physical systems (CPS) has been coined to
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date of current version February 22, 2019. This work was supported by the
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Universität Berlin, 10099 Berlin, Germany.

T. Leinmüller is with the InfoSafety Engineering, DENSO Automotive
Deutschland GmbH, 85386 Eching, Germany.
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encompass systems that are characterized by a large deploy-
ment of networked devices equipped with both sensors and
actuators [3]. They are distinguished from traditional embed-
ded systems, where individual nodes interact with the real
world in strongly constrained environments. In contrast, CPS
are highly networked, deployed in large regions, and may
contain nodes with heterogeneous computational power. The
content transferred in these networks is highly predictable,
relating directly to real-world phenomena [3], [4], a fact that
enables novel techniques to detect attacks, collectively referred
to as misbehavior detection. A prominent example of such
a system is a cooperative intelligent transportation systems
(cITS), which consists of vehicles, road-side units and back-
end systems, and which is the main focus of this survey.
Attack detection in general is an essential second layer of
security for networks, especially for widely deployed net-
worked systems in potentially hostile environments, where
attackers may have physical access to a subset of the system.
Furthermore, the impact of such attacks is much greater, as
they can easily be tailored to cause real-world harm or loss
of life. Therefore, misbehavior detection in both CPS and
cITS is essential for the secure and thus safe operation of
these systems.

Cooperative Intelligent Transport Systems are networks
designed to provide a variety of benefits [5], [6]. These include
improved road-safety, greener driving through improved traffic
management, support for partially autonomous vehicles, and
infotainment services such as traffic information services. The
characterizing communication paradigm of all these applica-
tions is that sensors are used to measure real world conditions,
which are then communicated over a ubiquitous network. This
network is built up by equipping each vehicle with a wire-
less interface, creating a dynamic ad-hoc network that can
be accessed without further overhead, which is commonly
referred to as a vehicular ad-hoc network (VANET). The
VANET can also include infrastructure components, referred
to as road side unit (RSU), which are sparsely positioned along
the road. The resulting network that includes sparse infras-
tructure is referred to as a vehicular network. Vehicles use
the VANET to send and receive information, building a world
model from received messages, which is used for the applica-
tions mentioned above. However, vehicles can also sense local
information through a variety of sensors, especially with recent
developments in partially autonomous driving. This informa-
tion, communicated through vehicle-internal networks, is used
for autonomous decision making by the vehicle, either in ded-
icated driving scenarios or with complete autonomy. These

1553-877X c© 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: KIZ Abt Literaturverwaltung. Downloaded on November 08,2020 at 15:33:36 UTC from IEEE Xplore.  Restrictions apply. 
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Detection rate ART & MGT

Detection rates larger than 96%
False positives between ~ 2% and 10%
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Position Verification Scheme by Stübing e.a.
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Hagen Stübing, „Multi-Layered Security and Privacy Protection in Cooperative Vehicular Networks“, PhD Thesis, TU Darmstadt, 2012 
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Maat MBD Framework: Flexibly Integrate many Different Detectors
Frank Kargl | Institute of Distributed Systems | Ulm University | 2021

Open Source:
https://github.com/vs-uulm/Maat
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Subjective Logic Introduction

• Opinions:
belief function b(x), uncertainty value u, base rate a(x)

• Representation of evidence for value x
• Represent uncertainty in decisions or trust
• Separate a-priori (base rate) knowledge from belief

• Bijective relationship to Dirichlet/Beta distribution parameters
• Simplification: binary domains (e,g., True/False)

• Fusion operators
• BCF: Belief Constraint Fusion (equivalent to Dempster's Rule)
• CBF: Cumulative Belief Fusion ("sum the evidence")
• ABF: Averaging Belief Fusion ("average the evidence")
• WBF: Weighted Belief Fusion ("confidence-weighted average")
• CCF: Consensus & Compromise Fusion ("conflict --> vagueness")
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Subjective Logic: Binary Domains

- Opinions over variable X with domain D have a belief function b and a 
base rate function a that map values of D to a value [0,1], and an 
uncertainty u from [0,1].

- For any opinion, u + Σb(x) = 1 when summing over D.

- The simplest domain contains x and the inverse of x; opinions over 
this domain are sometimes represented as a quadruplet (b, d, u, a), 
where all four elements are values from [0,1] and b + d + u = 1.

- To compute the associated probability for a value x, one can project the 
opinion, resulting in: P(X=x) = b + u • a and P(X=!x) = d + u (1 - a).

Frank Kargl | Institute of Distributed Systems | Ulm University | 2021
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9 Misbehavior Detection | Stefan Dietzel, Rens van der Heijden, Frank Kargl | February 20, 2013

Subjective Logic: Visualization

Uncertainty (u)

Disbelief (d) Belief (b)

Opinion o

Subjective Logic Intuition for Binary Domains

(belief,disbelief,uncertainty,baserate)

A → x

A: opinion holder
x: proposition / data value
o: opinion
b+d+u=1
Example:
o = (1,0,0,a) ≙ Boolean True

Frank Kargl | Institute of Distributed Systems | Ulm University | 2021
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Maat: Data Model
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Maat: Fusion & Trust
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Communicating & Automated Cars
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Misbehavior 
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Securing CACC: Strategies for Mitigating Data

Injection Attacks

Michael Wolf⇤ , Alexander Willecke‡ , Johannes-Christian Müller† , Keno Garlichs‡ ,

Thomas Griebel† , Lars Wolf‡ , Michael Buchholz† , Klaus Dietmayer† , Rens W. van der Heijden⇤ , and Frank Kargl⇤

⇤Ulm University,
Institute of Distributed Systems

†Ulm University,
Institute of Measurement, Control and Microtechnology

‡TU Braunschweig, Institute of Operating Systems and Computer Networks

Abstract—Cooperative Adaptive Cruise Control (CACC) is

a typical example for cooperative maneuvers of connected,

automated vehicles. Safe operation of any such vehicle highly

depends on information emitted by the surrounding vehicles

as it is processed by the vehicle’s longitudinal controller. This

opens an attack surface affecting vehicle safety. This paper

studies how CACC controllers can be protected against such

attacks to ensure the safety of the vehicle and its passengers.

This raises the question of how to mitigate injection of false

data into the controller by attacks and other forms of vehicle

misbehavior. Based on a literature analysis, this paper defines

a new categorization for mitigation strategies, discussing their

individual strengths, weaknesses and their potential for attack

mitigation. This categorization can be used to derive novel ideas

for mitigations, for example, an approach with a parameter-

dependent reaction of the controller based on a suspiciousness

parameter signaled by the Misbehavior Detection System (MDS).

Through a simulation study, we show that this approach improves

safety and efficiency of the platoon under attack but also identify

a fundamental trade-off between these two design goals.

Index Terms—vehicular networking, automated driving, secu-

rity, safety
I. INTRODUCTION

Increased mobility and trends for just-in-time delivery and

online retail has led to an ever-increasing amount of road

traffic. However, increasing traffic comes at a price, such as

traffic congestion due to limited road capacity, huge energy

consumption, air pollution, and the loss of life due to traffic

accidents. According to one survey1 , each commuter in the

city of Hamburg spent 113 hours in traffic congestion in 201
9.

It is estimated that 3.1 billion gallons of gasoline were wasted

worldwide due to traffic congestion in 201
4 [1]. It is estimated

that 11.7 billion liters of gasoline were wasted worldwide due

to traffic congestion in 201
4 [1]. Furthermore, according to

the statistics in [2], more than 30,
000

people were killed on

U.S. highways during accidents in 201
4.

Cooperative intelligent transport system (C-ITS) use com-

munication between vehicles to make driving safer or more

efficient. One specific application of C-ITS is cooperative

adaptive cruise control (CACC) which uses vehicular commu-

nication to coordinate platoons of self-driving cars following

each other at short distance. There, all driving actions are

1 https://www.openpr.de/news/1051162/

communicated from the leading vehicle to its following vehi-

cles, decreasing the reaction time compared to simple adaptive

cruise control (ACC), which relies only on local sensors like

radar. As a result of the tight coordination, the safety dis-

tances between the participating connected automated vehicles

(CAVs) can be decreased, leading to an increase in road

capacity and reduced fuel consumption. This reduction of fuel

consumption is estimated to reach up to 30%
[3]. Market

introduction of CACC is being prepared, e.g., through the

pre-standardization efforts of European telecommunications

standards institute (ETSI), the standards body responsible for

cooperative intelligent transport system in Europe [4], [5].

While CACC has been studied intensively for decades,

and various surveys exist on both the control [1], [6], [7]

and communication [7], [8] aspects, the security aspect came

into focus only recently [9], [10]. However, in the wider

setting of C-ITS and vehicular ad-hoc networks, security in

general [11] and misbehavior detection in particular [12],

[13] have received significant attention. Misbehavior detection

refers to the detection of attacks in which authenticated vehi-

cles transmit incorrect values (i.e., values that do not match

the real world situation) in otherwise legitimate and correctly

signed messages. Such misbehavior attacks typically origin

either from malfunctioning cars or from attackers which have

the goal to reduce the quality of service or even cause crashes.

Although many of the security and misbehavior detection

mechanisms developed in C-ITS are applicable also to CACC,

in this paper we discuss a challenge that is specific to CACC:

the short-term mitigation of detected misbehavior.

There are many approaches to detect misbehavior [12],

mainly by checking plausibility or consistency of received data

or by identifying anomalous behavior of sending vehicles. We

illustrate this by an example shown in Figure 1. On top, a

typical CACC platoon is illustrated, with a leader and some

followers. The bottom shows an example of a false data injec-

tion attack: the dark red vehicle A transmits a faked (claimed)

negative acceleration and corresponding false position shown

in light red as if it would break sharply. This would put it

in a dangerous position in front of vehicle V1
which would

have to react by braking itself. Here, it is assumed that the

messages are cryptographically signed and that signatures

and certificates are valid as the attacker’s vehicle possesses

2020 IEEE Vehicular Networking Conference (VNC)

978-1-7281-9221-5/20/$31.00 ©2020 IEEE
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Cooperative Adaptive Cruise Control (CACC)
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Analyzing Attacks on Cooperative Adaptive Cruise

Control (CACC)

Rens van der Heijden, Thomas Lukaseder, Frank Kargl

Institute of Distributed Systems

Ulm University, Germany

rens.vanderheijden@uni-ulm.de, thomas.lukaseder@uni-ulm.de, frank.kargl@uni-ulm.de

Abstract—Cooperative Adaptive Cruise Control (CACC) is

one of the driving applications of vehicular ad-hoc networks

(VANETs) and promises to bring more efficient and faster

transportation through cooperative behavior between vehicles.

In CACC, vehicles exchange information, which is relied on to

partially automate driving; however, this reliance on cooperation

requires resilience against attacks and other forms of misbe-

havior. In this paper, we propose a rigorous attacker model

and an evaluation framework for this resilience by quantifying

the attack impact, providing the necessary tools to compare

controller resilience and attack effectiveness simultaneously. Al-

though there are significant differences between the resilience of

the three analyzed controllers, we show that each can be attacked

effectively and easily through either jamming or data injection.

Our results suggest a combination of misbehavior detection

and resilient control algorithms with graceful degradation are

necessary ingredients for secure and safe platoons.

I. INTRODUCTION

In this paper, we study cooperative adaptive cruise con-

trol (CACC), an application of Vehicular Ad-Hoc Networks

(VANETs) aimed at increasing road efficiency by partially

automating driving. CACC is essentially an extension of

existing cruise control (CC) and adaptive cruise control (ACC)

technologies, both of which are designed to allow the driver

to maintain constant speed while driving. In the case of ACC,

vehicular sensors, such as RADAR, LIDAR and cameras,

are used to measure the distance to the preceding vehicle,

in order to automatically respond to changes in its’ driving

behavior. CACC extends this concept by allowing vehicles

to communicate and create a platoon, consisting of a leader

vehicle and multiple followers, as shown in Figure 1. There

are many different controller implementations in the literature

that enable this behavior [1] since the proposal of CACC

proposal in the 90s. It has been shown that CACC can be

more efficient than ACC, and that even a constant spacing

between vehicles (i.e., independent of platoon speed) can be

theoretically achieved, whereas it has been shown that ACC

alone cannot achieve this goal [2].

Since CACC was proposed, VANETs have made significant

leaps in development, including the DSRC standard and a

variety of ETSI, IEEE and SAE standards that define the

various network layers. In parallel to these developments,

security standards were designed, in order to protect against

attacks common in other fields. In relatively early research,

it became clear that integrity is the most significant security

goal for VANETs in general [3], although availability is also

…

attacke
r

leader

victims
i+1

i
A

0
v0, a0

…

di

aA = -30 m
/s2

Fig. 1. This figure shows a platoon with a leader and several followers: in

our work, the red vehicle is the attacker, and the platoon length is 8. The

attacker transmits a malicious beacon with a false acceleration of −30
m/s2 .

significant. The IEEE 1609.2 standard defines how to protect

against common external attacks, by providing message in-

tegrity and message authenticity (i.e., only legitimate vehicles

can transmit messages). Both the C2C-CC in Europe and the

CAMP in the US have since started deployment of security

credential management systems (SCMSs) to manage what

constitutes legitimate vehicles. In parallel, one of the major

advances in the security community was the introduction of

misbehavior detection, as a mean to detect and revoke vehicles

that transmit malicious data. This type of behavior is at the

focus of this work, particularly because the desired increased

road usage with CACC requires vehicles to move in a way

that would be unstable if only ACC was deployed.

The research in misbehavior detection for VANETs con-

centrates mostly on being able to detect incorrect informa-

tion in beacon messages. These messages, defined by the

previously mentioned standards, are periodically sent to all

neighboring vehicles to inform them of the state of the sender.

One of the main application areas studied to evaluate such

detection schemes is position-based routing, where multi-hop

communication is enabled by finding routes based on vehicle

positions. Because vehicle position is also used in order to

avoid potential accidents in normal traffic (e.g., by warning

the driver with an alarm tone), many detection algorithms

operate on position information specifically. However, CACC

typically uses acceleration and speed information to compute

the behavior of the local vehicle based on that of the leader and

predecessor vehicles (and in some cases, the entire platoon). If

this information becomes unavailable or is incorrect, accidents

may occur. The data for CACC controllers is essential to

protect, but the security of these controllers when considering

malicious insiders has only been studied by few authors [4],

[5], [6], [7].

Existing work shows, that attacks can impact safety (i.e.,

2017 IEEE Vehicular Networking Conference (VNC)
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Design Spectrum

and can be decoupled from the longitudinal control. This is
mostly referred to as path-velocity decomposition [17].

Classical PID controllers are usually very sensitive to
disturbances occurring frequently in CACC systems, such
as additional delays in the communication. Therefore, more
robust control approaches like H1 control [18] or sliding
mode control [19] have been proposed to deal with this
challenge.

For CACC controllers, string stability has been proven,
and some robustness against typical disturbances, such as
a stochastic distribution of communication delay, has been
achieved in [1]. However, none of these controllers was
designed with unreliable cooperative information or explicit
attacks in mind and it does not come as a surprise that such
attacks can severely disrupt their safe operation [12].

C. Attacker Model
Many different attacker models for each subsystem of a

CAV have been proposed, e.g., an attacker model for the in-
vehicle network [20], the sensors [21], and the vehiclular ad-
hoc network (VANET) [11]. Van der Heijden et al. provide
an overview of different attacker models from the perspective
of a MDS for C-ITS [12]. Monteuuis et al. [22] state that
the existing attacker models mainly focus on their respective
domain and a holistic attacker model for CAVs is required.
In their model, they extend the four dimensions (insider vs.
outsider, malicious vs. rational, active vs. passive, and local
vs. extended) of Raya et al. [11], with “direct vs. indirect”.
This new dimension helps differentiating if the primary target
can be attacked directly or only via a level of indirection.
For example, DARTS (Deceiving Autonomous caRs with
Toxic Signs) target sensors indirectly by manipulating traffic
signs [23], in contrast to blinding the sensor directly [24].

For our purpose, we define an attacker that broadcasts
wrong information to disturb the following vehicles, provoking
crashes, so it can be categorized within the sub-attacker
model malicious communicator with the dimensions: insider,
malicious, local, active, and direct. This model includes active
attacks but also misbehavior due to faulty sensors.

III. MITIGATION STRATEGIES

The mitigation of an attack on a C-ITS detected through
misbehavior detection is still considered an open research
challenge. Simple approaches rely on local or central revo-
cation of a misbehaving vehicle’s credentials, e.g., through
a public key infrastructures (PKIs) or through the receiving
vehicle itself. Protocols for the reporting process are under
development [25]. However, revocation only provides a longer-
term solution against attacks, and does not address the specific
challenging task of dealing with misbehavior instantaneously
as would be required in a time-critical application like CACC.
In this section, we introduce a novel categorization of three
general strategies for the mitigation of detected attacks as
illustrated in Figure 3. They range from solutions that are
implemented inside the controller to those being established
in the misbehavior detection.

Reliance on
Controller

Reliance on
Misbehavior

Detection

Drop False
Messages

Attack-resilient
 Control

Modi�ed
Controller Input

Suspiciousness
Parameter

Modi�ed
Estimates

Noise
Shaping

Parameter-
dependent
Reaction

Fallback
on Attack

Controller-oriented Detection-oriented

Fig. 3. Overview of mitigation strategies sorted by responsibility of action
when the vehicle is under attack. On the right, all responsibility lies with the
misbehavior detection, while on the left, misbehavior detection only helps the
controller by providing additional information.

On the left side of Figure 3, the mitigation of potential
attacks relies on the controller alone, i.e., we have an attack-
resilient control. Here, the potentially malicious input is di-
rectly provided to the controller, and misbehavior detection is
only used to detect and revoke attackers but passes all data
to the controller unmodified. Hence, the controller must be
sufficiently resilient to protect against any attack, including
false data injection and selective jamming. However, manipu-
lated inputs generally violate the statistical assumptions made
on inputs to prove string stability of a controller. Therefore,
this strategy requires highly sophisticated controllers that allow
for weaker assumptions on the inputs while still allowing to
prove their safety. This question is closely related to work on
secure estimation [26], [27], in which the goal is to provide
an accurate estimate of a random variable in the presence of
attackers.

The first modification on the way to a detection-oriented
mitigation strategy is to provide the controller with additional
information about the correctness of the inputs it receives
which we call suspiciousness parameter. In the simplest case,
this information is a simple under attack flag that initiates
a fallback on attack from CACC to ACC. The advantage
of this approach is that it also provides protection against
malicious behavior (e.g., if a vehicle physically deviates from
the control algorithm), and provides a protocol to securely
dissolve the platoon, such as CommPact [28]. This simplicity
on the control side, however, sets very high requirements to
the accuracy of the misbehavior detection. Otherwise, false
alarms might drastically reduce the CACC performance. This
leads to the idea of a gradual suspiciousness parameter that
indicates to the controller the suspiciousness of data with some
probabilistic metric, e.g., from 0 to 1. Then, the controller
needs to implement a parameter dependent reaction where it,
e.g., gracefully transits from CACC to ACC depending on this
suspiciousness parameter. An implementation of this strategy
is proposed and evaluated in Sections IV and V.

Finally, a fully detection-oriented strategy is to provide the
controller with a modified controller input such that the motion
controller reacts appropriately to the attack without even
knowing that the C-ITS is attacked. Effectively, a protective
layer is added that deals with any potential attack, rather than
modifying the controller. This is conceptually similar to an
intrusion prevention system (IPS), which also prevents attacks
from affecting a system. However, in the case of CACC, the
controller requires enough periodic input to send commands to
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and can be decoupled from the longitudinal control. This is

mostly referred to as path-velocity decomposition [17].

Classical PID controllers are usually very sensitive to

disturbances occurring frequently in CACC systems, such

as additional delays in the communication. Therefore, more

robust control approaches like H1 control [18] or sliding

mode control [19] have been proposed to deal with this

challenge.
For CACC controllers, string stability has been proven,

and some robustness against typical disturbances, such as

a stochastic distribution of communication delay, has been

achieved in [1]. However, none of these controllers was

designed with unreliable cooperative information or explicit

attacks in mind and it does not come as a surprise that such

attacks can severely disrupt their safe operation [12].

C. Attacker Model

Many different attacker models for each subsystem of a

CAV have been proposed, e.g., an attacker model for the in-

vehicle network [20], the sensors [21], and the vehiclular ad-

hoc network (VANET) [11]. Van der Heijden et al. provide

an overview of different attacker models from the perspective

of a MDS for C-ITS [12]. Monteuuis et al. [22] state that

the existing attacker models mainly focus on their respective

domain and a holistic attacker model for CAVs is required.

In their model, they extend the four dimensions (insider vs.

outsider, malicious vs. rational, active vs. passive, and local

vs. extended) of Raya et al. [11], with “direct vs. indirect”.

This new dimension helps differentiating if the primary target

can be attacked directly or only via a level of indirection.

For example, DARTS (Deceiving Autonomous caRs with

Toxic Signs) target sensors indirectly by manipulating traffic

signs [23], in contrast to blinding the sensor directly [24].

For our purpose, we define an attacker that broadcasts

wrong information to disturb the following vehicles, provoking

crashes, so it can be categorized within the sub-attacker

model malicious communicator with the dimensions: insider,

malicious, local, active, and direct. This model includes active

attacks but also misbehavior due to faulty sensors.

III. MITIGATION STRATEGIES

The mitigation of an attack on a C-ITS detected through

misbehavior detection is still considered an open research

challenge. Simple approaches rely on local or central revo-

cation of a misbehaving vehicle’s credentials, e.g., through

a public key infrastructures (PKIs) or through the receiving

vehicle itself. Protocols for the reporting process are under

development [25]. However, revocation only provides a longer-

term solution against attacks, and does not address the specific

challenging task of dealing with misbehavior instantaneously

as would be required in a time-critical application like CACC.

In this section, we introduce a novel categorization of three

general strategies for the mitigation of detected attacks as

illustrated in Figure 3. They range from solutions that are

implemented inside the controller to those being established

in the misbehavior detection.

Reliance on
Controller

Reliance on
Misbehavior

Detection

Drop False
Messages

Attack-resilient
 Control

Modi�ed
Controller Input

Suspiciousness
Parameter

Modi�ed
EstimatesNoise

ShapingParameter-
dependent

Reaction
Fallback
on Attack

Controller-oriented
Detection-oriented

Fig. 3. Overview of mitigation strategies sorted by responsibility of action

when the vehicle is under attack. On the right, all responsibility lies with the

misbehavior detection, while on the left, misbehavior detection only helps the

controller by providing additional information.

On the left side of Figure 3, the mitigation of potential

attacks relies on the controller alone, i.e., we have an attack-

resilient control. Here, the potentially malicious input is di-

rectly provided to the controller, and misbehavior detection is

only used to detect and revoke attackers but passes all data

to the controller unmodified. Hence, the controller must be

sufficiently resilient to protect against any attack, including

false data injection and selective jamming. However, manipu-

lated inputs generally violate the statistical assumptions made

on inputs to prove string stability of a controller. Therefore,

this strategy requires highly sophisticated controllers that allow

for weaker assumptions on the inputs while still allowing to

prove their safety. This question is closely related to work on

secure estimation [26], [27], in which the goal is to provide

an accurate estimate of a random variable in the presence of

attackers.

The first modification on the way to a detection-oriented

mitigation strategy is to provide the controller with additional

information about the correctness of the inputs it receives

which we call suspiciousness parameter. In the simplest case,

this information is a simple under attack flag that initiates

a fallback on attack from CACC to ACC. The advantage

of this approach is that it also provides protection against

malicious behavior (e.g., if a vehicle physically deviates from

the control algorithm), and provides a protocol to securely

dissolve the platoon, such as CommPact [28]. This simplicity

on the control side, however, sets very high requirements to

the accuracy of the misbehavior detection. Otherwise, false

alarms might drastically reduce the CACC performance. This

leads to the idea of a gradual suspiciousness parameter that

indicates to the controller the suspiciousness of data with some

probabilistic metric, e.g., from 0 to 1. Then, the controller

needs to implement a parameter dependent reaction where it,

e.g., gracefully transits from CACC to ACC depending on this

suspiciousness parameter. An implementation of this strategy

is proposed and evaluated in Sections IV and V.

Finally, a fully detection-oriented strategy is to provide the

controller with a modified controller input such that the motion

controller reacts appropriately to the attack without even

knowing that the C-ITS is attacked. Effectively, a protective

layer is added that deals with any potential attack, rather than

modifying the controller. This is conceptually similar to an

intrusion prevention system (IPS), which also prevents attacks

from affecting a system. However, in the case of CACC, the

controller requires enough periodic input to send commands to
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Email me at frank.kargl@uni-ulm.de or join a Slack discussion

mailto:frank.kargl@uni-ulm.de
https://join.slack.com/t/slack-33j5378/shared_invite/zt-t38adykk-MHuLzx4bB0Jnb3yFxtFZVA

