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Introduction

Quick Summary
* Graphs can be represented as a set of predicates
* Rules can be represented as linear algebra operations
* Linear algebra representation allows for trainable rules

Sections
* Rules as graph transformations
« Matching and Creating graphs
e Chaining rules
« Differentiable learning over rules
 Examples and results



Rules as graph transformations

* Rules are precise
 Easy to explain
* Quick to deploy



Rules as graph transformations

Graphs can be represented as set of predicates

Initial facts

joe(a), win(a,b), election(b),
in(b,c), USA(c)

joe
win
:!I election
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Rules as graph transformations

Rules transform match one graph and create another

Initial facts

joe(a), win(a,b],electiun{b}, MATCH person>0.6(a), win»0.7({a,b), election>0.6(bh)
iﬂ{b,ﬂ], USﬂ{C} CREATE (a), be{a,b), president (b}
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Rules as graph transformations

Rules transform match one graph and create another

Initial facts Facts after the rule
joe(a), win(a,b), election(b), joe(a), be(a,b), president(b),
in(b,c), USA(c) in(b,c), USA(c)

oe | | [peson }—  —~ |
win win - be
—! election election [+« ~

in in
USA USA
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Matching and Creating graphs

The MATCH clause is a precondition for matching facts

MATCH perscn>d.6{a), win=0.7{a,b), electicn>0.&(bD)

* Predicate names are embeddings
- Pre-trained Glove embeddings are used for nodes
- Matching of a predicate happens if dot product is > threshold
- Individuality assertion:

joesz person <= embedding( joe) - embedding(person) =t



Matching and Creating graphs

The CREATE clause is a postcondition

CEEATE (a), bel{a,b), presidentib)

* |t adds new predicates to the set of facts matched in the preconditions



Chaining rules

FACTS GOAL

..................................................................

Fact predicates have truth conditions described in a vector f
Goal predicates have truth conditions described in a vector g

* Rules can be applied sequentially
A chain of rules has a 1-to-1 correspondence with a sequence of matrices



Chaining rules

FACTS

..................................................................

Similarity Matrix S
Describes the matching of facts and preconditions

GOAL




Chaining rules

FACTS GOAL

..................................................................

Rule Propagation Matrix R
Describes how information is propagated from the precondition to the postconditions



Chaining rules

FACTS

..................................................................

GOAL

Set of truth conditions for each predicate after n steps is

Sn=5n1..B151 BoSo fo




Chaining rules

FACTS GOAL

..................................................................

Given a pair of fact and goal predicates, embeddings can be trained
using backpropagation with loss

£={.F lu-f“:]:{fujl



Examples and results

One-rule learning

person(a), spousela,b), personib}, bela,c),

first-lady(c)

Facts

MATCH =(a), ={a,b), *{bB), *(a,c), *(c)
CREATE (b}, ={b,d), ={d)

Template rule with
random embeddings

personlal, professiocnia,b), president (b}

Goal



Examples and results

One-rule learning

person(a), spousela,b), personib}, bela,c), first-lady(c)

MATCH perscn>0.6(a), first-lady>0.&(b}, perscn>=0.6(c),
be>0.83631%16{a,b), spouse>0.&633853%3(a,c]

CREATE (b), president{d), profe=ssionib,d]

personlal, professiocnia,b), president (b}

Facts

Learned rule
connecting facts and goal

Goal



Examples and results

Chained Two-rule learning

fruit (a), be{a,b), round{b), bela,c), delicious(c] FaCtS
MATCH ={a), ~{a,b), ~{b), ~i{a,c), =ic) .
CREATE (b}, and(b,c), (c) Template rules with
MATCH =(a), and({a,b), «(b) random embeddings
CREATE =({c), =«~{c,d), ={d)

fruit (a), be(a,b), apple(b) Goal




Examples and results

Chained Two-rule learning

fruit (a), be{a,b), round{b), bela,c), delicious(c]

Facts

MATCH fruit>0.6{a), round=>0.&6(b), deliciocus>0.&(c),

be>0.5953449(a,b), be>0.6957883 (a,c) Learned ru/es

CREATE (b)), {(c), andib,c)

MATCH round=0.6{(a), delicious»0.6(b}), and>0.%(a,b)
CREATE fruit(c), apple({d), bei{c,d)

fruit (a), be(a,b), apple(b) Goal




Conclusions and future work

* Presented a semantic reasoner

* Facts are described as graphs/predicates

* Rules transform graphs using preconditions and postconditions

* Achain of rules is equivalent to a sequence of linear algebra transformations
* Rules can be learned from pairs of facts and goals

* Limitations

- The learning algorithm is slow because it searches a solution among all the possible paths
- A Montecarlo/guided approach would be faster

- Afaster algorithm will allow more template rules



Conclusions and future work

Thank you!
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