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Common mechanisms for confidentiality:

Cryptography               Access control            Firewall
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Information leakage

secret variables   

public variables
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1. An automated method:

• Modeling programs by Markov chains,

• Computing joint probabilities of the program’s secrets and 
public outputs,

• Calculating the exact value of information leakage.
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2. PRISM-Leak
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3. Case study:

the grades protocol
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Markov Chain
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Markov Chain
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Path
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𝜋 = 𝑠1𝑠2𝑠3



Occurrence probability of a path
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Pr 𝜋 = 𝑠1𝑠2𝑠3 = 0.25 ∗ 1 ∗ 0.5
= 0.125
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ℒ ℳ = initial uncertainty − remaining uncertainty
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Information leakage
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ℒ ℳ = initial uncertainty − remaining uncertainty

The proposed method

Quantifying Information Leakage of Probabilistic Programs …

Shannon entropy:

ℋ 𝒳 = −Σ𝑥∈𝒳 𝑃𝑟 𝒳 = 𝑥 log2 𝑃𝑟 𝒳 = 𝑥
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ℒ ℳ = initial uncertainty − remaining uncertainty

ℒ ℳ = ℋ ℎ −ℋ ℎ 𝑜
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Initial uncertainty
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ℋ ℎ = −෍

ℎ∈ℎ

𝑃𝑟 ℎ = ℎ . log2 𝑃𝑟 ℎ = ℎ
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Remaining uncertainty
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σ
ℎ∈ℎ

𝑃𝑟 ℎ = ℎ , 𝑜 = 𝑜 = 

෍
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Time complexity:

𝑂(2𝑛)
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The grades protocol

• 𝑘 students 𝑠1, … , 𝑠𝑘
• secret grades 𝑔1, … , 𝑔𝑘 where 0 ≤ 𝑔𝑖 < 𝑚

• Goal: computing sum of the grades, without revealing the secret grades to 
other students
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The grades protocol
• 𝑘 students 𝑠1, … , 𝑠𝑘
• secret grades 𝑔1, … , 𝑔𝑘 where 0 ≤ 𝑔𝑖 < 𝑚

• 𝑛 = 𝑚 − 1 × 𝑘 + 1

• 𝑟𝑖 ∈ 0, 𝑛

• 𝑑𝑖 = 𝑔𝑖 + 𝑟𝑖 − 𝑟 𝑖+1 %𝑘

• sum = σ𝑖 𝑑𝑖 % 𝑛
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The grades protocol
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Chothia et al., 2013

• Tool LeakWatch

• Java programs

• Estimation of  the leakage

• Intermediate leakages
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Klebanov, 2014

• Symbolic execution and self-composition

• Deterministic programs

• Non-automated method
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Biondi et al., 2017

• Tool HyLeak

• Sequential programs

• Estimation of  the leakage

• No intermediate leakage
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Salehi et al., 2019

• Evolutionary algorithm

• Channel capacity

• Concurrent probabilistic programs
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Conclusion
5

Proposed approach:

Formal                       Fully-automatic

Accurate
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1. Comparing scalability

2.   Estimating leakage by statistical methods

3.   Analyzing case studies in other application domains

Future work
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