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Minerals?

Silicate Minerals make up over 
90% of minerals in the Earth’s 
Crust



The Problem Space

How to Identify a Mineral:  

- Luster 
- Specific Gravity 
- Cleavage 
- Hardness 
- Symmetry 
- Color 
- Etc..



The Problem Space



The Problem Space

How can we identify a mineral quickly 
with just chemical data?



The Gap in Literature

X-ray Fluorescence Reported as multispectral data Reported as Weight Oxide

Multispectral data aids in detecting minerals in drill cores 

Mineral identification using Raman Spectra 

Using EDS data one can identify five mineral samples from river 
sediment

Twelve mineral groups using a 4601 
point dataset

Benefits 

● Computationally inexpensive



The New Dataset

Dividing into Train, Validation, 
and Test sets 

● Train: 75% 
● Validation: 10% 
● Test: 15%
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Initial Approach

● Train four different models for each task 
○ Tasks: 

■ Structural Family Identification 
■ Mineral Group Identification 
■ Mineral Subgroup Identification 

○ Models: 
■ Decision Tree 
■ K-Nearest-Neighbors 
■ Extremely Randomized Trees 
■ Support Vector Machine

● Each of the models was validated using the validation set
● The F1-score metric was used for comparisons
● K-Nearest-Neighbors was best for each task
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The New Technique

Take advantage of the explicit subdivisions that already exist

● Rather than force the model to learn the difference between all mineral groups at 
once, give them extra information regarding the structural family

● Avoid a decision tree
● Process: 

a. Choose a high performing structure classifier S 
b. For each data point (vector) v, compute the probability vector PS(v) 
c. Set v1 to be equal to v concatenated with PS(v) 
d. Let D be the set of all such v1 
e. Train four new classifiers to identify the mineral group using the vectors from D 
f. Validate the new classifiers, and evaluated the best classifier on the Test set
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Results (Deeper Dive)

High Relative Training Point Takeaways:  

- Both Amphibole and Pyroxene 
have a different structure but 
similar chemistry.  

- Both minerals have high accuracy 

- A decrease in accuracy is not 
solely due to similar chemistry

Amphibole

Pyroxene



Results (Deeper Dive)

Low Relative Training Point Takeaways:  

- Both Zeolite and Wollastonite 
have a different structure and 
chemistry. 

- Both minerals have different 
accuracies. 

- A decrease in accuracy is due to 
uniqueness

Zeolite

Wollastonite



Results (Deeper Dive)

Takeaways:  

- A decrease in accuracy is not 
solely due to similar chemistry. 

- A decrease in accuracy is due to 
uniqueness (small relative training 
points). 

- You can avoid accuracy decreases 
in non-unique samples if you have 
enough training points.

Zeolite

Wollastonite

Amphibole

Pyroxene



Results (Deeper Dive)

Ensemble Learning Takeaways:  

- The groups that experience a 
decrease in accuracy are those with 
a low count of relative training 
points 

- Ensemble learning decreases the 
uniqueness of minerals which does 
not increase the accuracy of those 
with a low count of relative training 
points.
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Future Work

● More Ensemble Techniques
● Dimensionality Reduction 

○ Principal Component Analysis 
○ Linear Discriminant Analysis 
○ Simpler Techniques

● More Datasets (currently obtaining more clay mineral data)
● Synthetic Data
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Accessing The Models (Openly)

Use of the models is available at mindicator.reiform.com for free

● Currently only the three models for the original method, not the new technique
● More coming soon
● Benefits: 

○ No downloads required 
○ No programming knowledge required 
○ We do not steal your data :-)

All code will be posted as well for download if interested


