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How AI shape our Life

It is difficult to think of a major industry that AI will not transform. This includes healthcare, education, transportation,
retail, communications, and agriculture. There are surprisingly clear paths for AI to make a big difference in all of these 
industries. 
Andrew Ng

I think that AI will lead to a low cost and better quality life for millions of people. Like electricity, it's a possibility to build 
a wonderful society. 
Andrew Ng

It's very clear that AI is going to impact every industry. I think that every nation needs to make sure that AI is a part of 
their national strategy. Every country will be impacted.
Jensen Huang



Towards Inter-Rater-Agreement-Learning | IMMM 2020 | Michael Spranger
(C) 23.09.2020 University of Applied Sciences Mittweida

3

A good AI‘s needs

Commonly, a human-labeled dataset is considered as ground-truth

The truth is rarely pure and never simple.
Oscar Wilde

Ideally, an expert-labeled dataset should be considered as

ground-truth

Usually, machine learning needs much data, but there are not 

enough experts to label it

If you have a lot of data and you want to create value from that data, 
one of the things you might consider is building up an AI team. 
Andrew Ng
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Consensus by majority
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Are all ratings equally valuable?
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Should all ratings for an item have the same weight?

already labeled items
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Weighted Learning Approach

𝑤𝑗𝑖 = 𝑅𝑗 − 𝑓(𝑡𝑗𝑖 , 𝐶𝑗)

𝑅𝑗 =
σ𝑙=1
𝑛 𝛽𝑙𝑥𝑙𝑗

1
𝐽
σ
𝑗′=1
𝐽 σ𝑙=1

𝑛 𝛽𝑙𝑥𝑙𝑗′
𝑓 𝑡𝑗𝑖 =

0, 𝐶𝑗 > ҧ𝑡𝑖 ∧ 𝑡𝑗𝑖 ∈ ҧ𝑡𝑖 , 𝐶𝑗

0,
𝑡𝑗𝑖 − ҧ𝑡𝑖
ҧ𝑡𝑖 − 𝑡𝑗𝑖 ,

,

𝐶𝑗 < ҧ𝑡𝑖 ∧ 𝑡𝑗𝑖 ∈ 𝐶𝑗 , ҧ𝑡𝑖

𝐶𝑗 > ҧ𝑡𝑖 ∧ 𝑡𝑗𝑖 ∉ ҧ𝑡𝑖 , 𝐶𝑗

𝐶𝑗 < ҧ𝑡𝑖 ∧ 𝑡𝑗𝑖 ∉ 𝐶𝑗 , ҧ𝑡𝑖

−

𝑹𝒋 rater‘s competence

𝒇(𝒕𝒋𝒊, 𝑪𝒋) value depending on the response time and the conscientiousness of a specific rater who

needs to annotate an item 𝑖 at time 𝑡

𝜷𝒊 weighting parameter

𝒙𝒊 feature (self-judgement, Intra-Rater-Agreement,…)
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Weighted Learning Approach

𝑤𝑗𝑖 = 1 − 𝑏𝑗𝑖 𝑅𝑗 − 𝑓(𝑡𝑗𝑖 , 𝐶𝑗) +
1

𝑏𝑖𝑗
𝑤𝑗(𝑖−1)

𝑏𝑗𝑖 =
1

𝜆(𝑖 − 1)


𝑘=0

𝑖−1

ቊ
1, 𝑓𝑜𝑟 𝑗 𝑖𝑛 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑓𝑜𝑟 𝑖𝑡𝑒𝑚 𝑘
0, 𝑒𝑙𝑠𝑒

Taking time (already labeled items) into account:
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3

Preliminary Results

„No Majority“ 

decreases for

each threshold

3000 texts from music domain
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Conclusion & Future Work

• flexible weighting approach for Inter-Rater-Agreement

• strengths and weaknesses of different raters are considered

• automatic adaptation to dynamic user characteristics like concentration, 

motivation etc.

• results on a first dataset providing only few parameters leads to less items 

with “no majority”

• Future work will incorporating tests on a multi-lingual dataset including 

more features


