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Overview

Peer-to-Peer (P2P) Technology 
Session Initiation Protocol (SIP)
P2P-SIP: Decentralised SIP
IETF Standardisation of P2P-SIP
Early Trials and Implementations of 
P2P-SIP
EU PHOSPHORUS (UEssex) P2P-SIP 
Test Bed
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Client-Server computing
Client-server

Server is data source
Multiple clients per server
Well-known, widely used (http, 
DNS, ftp, web services, etc)

Limitations
Fault tolerance (single point of 
failure)
Scalability hard to achieve
Requires central administration
Does not make the most of 
“Client” resources

Server

Client

Client Client

Client

Internet

Not going to disappear:
• Vehicle for security, access 

control, charging, etc.
•Gives a central role to the 

operator
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The Essence of Peer-to-Peer

Distributed Nodes or Peers with similar 
interests to communicate using an 
overlay network
The  overlay network is made up of 
logical connections at the application 
level
Nodes communicate directly without the 
intervention of a server
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The three flavours of P2P

P2P communication
P2P networks
P2P computing / applications
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P2P communication
P2P communication

Any node may initiate, 
manage, terminate 
session
Person-2-person 
communication
Machine-2-machine 
communication

Server

Client

Client Client

Client

Internet

Pure P2P 
communication 
does not rely on 
servers ... but on 

peer networks

Today the operator 
provides server-mediated 

P2P communication
•SIP, SMS, IM, etc.



P2P networks P2P networks
Nodes are both clients and 
servers
Nodes form a content/service 
network (application-level 
overlays)
P2P networks are dynamic
Autonomic self-managed (no 
centralised authority in theory!)

node

node node

node

Internet

node

In Essence P2P consists of:
• Structured aggregation of resources

• Efficient discovery of resources
• Direct interaction among nodes 

(non-server mediated)

Limitations of pure P2P networks
• Hard to secure, charge etc
• Best-effort service
• Not mobile-friendly
• Not interoperable



P2P computing – enabler of innovative applications

File Sharing

Communication

Collaboration

Computation

Databases (distributed storage)
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P2P Classification
Degree of P2P decentralization

Hybrid decentralized P2P

Purely decentralized P2P

Partially centralized P2P

Degree of P2P structure

Structured P2P

Loosely structured P2P

Unstructured P2P
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P2P Decentralization – Hybrid P2P
Central server facilitates the interaction between peers
Central server performs the lookups and identifies the nodes of

the network.
example: Napster
(-) Single point of failure, scalability?, …

Data

Index
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P2P Decentralization - Pure P2P
network nodes perform the same tasks (Servents)
no central coordination activity
examples: original Gnutella, Freenet
(-) data consistency?, Manageability?, Security?, Comm. 

overhead
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P2P Decentralization - Partially
some of the nodes assume a more important role
Supernodes act as local central indexes
examples: Kazaa, recent Gnutella

List of files

files
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Unstructured P2P
data is distributed randomly over the peers and broadcasting 
mechanisms are used for searching.
placement of data is unrelated to the overlay topology.
examples: Napster, Gnutella, KaZaa

Where is “music A”? I have it

Download
Music A

Reporting a file list

Unstructured & Purely decentralized
e.g. Gnutella

Unstructured & Hybrid decentralized
e.g. Napster (old version)

Where is “music A”?
music A is…

Download
Music A
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Structured P2P
Network topology is tightly controlled and files are placed at 
precisely specified locations.
Provide a mapping between the file identifier and location
Examples: Chord, CAN, PAST, Tapestry, Pastry, etc.

3482

4321

2145

9832

7328
6823

7239
2429

Publish file or file position to node that
has appropriate key value music A

Key (music A) = 2429
music A

File has a key value
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Loosely structured P2P
Between structured and unstructured
File locations are affected by routing hints, but they are not 
completely specified.
example: Freenet

A
B

“A” may 
be on left 

sideHere I am!!

“B” may be 
on right 
side…

There is 
no “B”
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P2P classification summary

Unstructured 
Networks

Loosely 
Structured 
Networks

Structured 
Networks

Hybrid 
Decentralized Napster

Pure 
Decentralized Gnutella Freenet Chord, CAN, 

Tapestry 

Partially 
Centralized

KaZaa, 
Gnutella
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The Structured P2P Approach:
Detailed Descriptions and 
Principles
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Structured P2P Description

Most Structured approaches are based on 
the Distributed Hash Table (DHT)
The DHT provides a basic lookup service, 
which allows any node to find the value 
associated with a given key

Key Value

CS10 Algorithms

CS15 Networking

CS30 Distributed Sys.

CS100 Peer-to-Peer

CS250 Operating Sys.

CS310 Grid Computing

node A

node D

node B

node C

Each node 
only stores 
part of the 
hash table
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To provide the lookup service, the nodes must be 
interconnected

Key Value

CS10 Algorithms

CS15 Networking

CS30 Distributed Sys.

CS100 Peer-to-Peer

CS250 Operating Sys.

CS310 Grid Computing

• Each node maintains a routing table with pointers to some other 
nodes such that lookup requests can be routed to the node storing 
the requested key/value-pair (a.k.a. item)

node A

node D

node B

node C

node A

node D

node B

node C

Example: 
node D, lookup(”CS15”)

Answer: ”Networking”

Structured P2P Description
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• The identifier space can be perceived as a logical ring modulo N

0 1

2

3

4

5

6
7

8
9

10

11

15

14

13

12

• Example: N=16, nodes {a,b,c,d,e}, and 5 items

Use a logical name space called the identifier space, consisting of identifiers {0,1,2,…, N-1}

• Every node is assigned an identifier using a function H1.

• Node a gets identifier 0 since H1(a)=0, the other nodes b, c, d, 
e, get identifiers 2, 5, 6, 11 the same way

• The items are stored at their successor, i.e. the first node 
encountered moving in the clockwise direction 

• Items are mapped to the identifier space using a function H2, every node knows H2

• Item (”cs15”, ”networking”) is mapped to identifier 13 
since H2 (”cs15”) = 13, other items are similarly to 15, 2, 4, 
5

Structured P2P - CHORD
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CHORD Routing

Each node maintains a routing pointer to the successor 
in the ring

• The successor of a 
node n is the first 
node met going in 
clockwise direction 
starting at n +1

0
1

2

3

4

5

6

7
8

9
10

11

15

14

13

12

Successor of Node 0 → Node 2
Successor of Node 2 → Node 5
Successor of Node 5 → Node 6
Successor of Node 6 → Node 11
Successor of Node 11 → Node 0
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CHORD Lookup

Key Value

1 (CS10) Algorithms

4 (CS15) Networking

5 (CS30) Distributed 
S.

13 (CS90) Peer-to-Peer

15 (CS95) Operating 
Sys.

0
1

2

3

4

5

6

7
8

9
10

11

15

14

13

12

115

13

4

5

Any lookup can be resolved in 
maximum O(N) hops. Too slow!

Example: A lookup is made at 
node 5 to get the value of key 
“CS90”, identifier H2(“CS90”)=90

Lookup(13)

Forward(6)

Forward(11)

Forward(15)

Respond(5,”Peer-to-Peer”)

• Lookups can be resolved in by following the successors 
sequentially
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• At each step in the routing, the distance between the 
currrent node and destination is halved (worst case). 

• Yields O(log2N) hops at worst 
– N being the number of nodes

CHORD Redundancy
Each node, n, not only points to its successor
but to the successors of 
n+21, n+22, n+23,…, n+2L  (all arithmetic operations modulo N)

12

0
1

2

3

4

5

6

7
8

9

10

11

15

14

13

Successor of 15+20=0   → Node 2

Example: node n=15

Successor of 15+21=1   → Node 2
Successor of 15+22=3 → Node 3
Successor of 15+23=7 → Node 13

Start of the Intervals
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CHORD Stabilization

25

0
1

2

3

4

5

6

7
8

9
10

11

15

14

13

12

• Each node periodically stabilizes

1. Who is your predecessor?

2. Node 11 3. I (node 11) am your 
predecessor?

OK, node 0 is my 
successor

OK, node 11 is my 
predecessor

Stabilization Algorithm:
1. Ask successor ”who 

is your 
predecessor”

2. Successor answers, 
if the answer is 
more ”suitable”
change my successor 
pointer

3. Tell the current 
successor about my 
identifier



CHORD Peer Join

0
1

2

3

4

5

6

7
8

9
10

11

15

14

13

12

• A joining node, only notifies its successor about its existence

1. Who is your predecessor?

2. Node 11 3. I (node 13) am your 
predecessor?

He’s outdated, I’ll ignore that

AHA, node 13 is my 
new predecessor

Node 13 joins 
and stabilizes

Stabilization Algorithm:
1. Ask successor ”who 

is your 
predecessor”

2. Successor answers, 
if the answer is 
more ”suitable”
change my successor 
pointer

3. Tell the current 
successor about my 
identifier
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CHORD Overlay Maintenance
• A joining node, only notifies its successor about its existence

1. Who is your predecessor?

2. Node 13 3. I (node 11) am your 
predecessor?

AHA, node 13 is my 
new successor

AHA, node 11 is my 
new predecessor

Node 11 
stabilizes

Stabilization Algorithm:
1. Ask successor ”who 

is your 
predecessor”

2. Successor answers, 
if the answer is 
more ”suitable”
change my successor 
pointer

3. Tell the current 
successor about my 
identifier
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CHORD Overlay Maintenance

0
1

2

3

4

5

6

7
8

9
10

11

15

14

13

12

• Every node in the system maintains additional routing pointers to its 
f successors

Example: f=2

Every node knows its f=2 
successors

Node 0 : Node 2 and Node 5

Node 2 : Node 5 and Node 6

Node 5 : Node 6 and Node 11

Node 6 : Node 11 and Node 0

Node 11 : Node 0 and Node 2

• If node n detect that its successor has failed, it replaces it with the 
first alive successor node it knows 
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CHORD Peer Leave

0
1

2

3

4

5

6

7
8

9
10

11

15

14

13

12

• A joining node, only notifies its successor about its existence

1. Who is your predecessor?

2. Node 13 3. I (node 11) am your real 
predecessor?

AHA, he is wrong, 
node 13 is down

AHA, node 13 has crashed 
and node 11 is my new 
predecessor

Node 13 
CRASHES

Node 11 
replaces node 
13 with the 
next 
successor: 
node 0
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Hybrid Structured P2P

Boot Strap 
node

1

2

3

The Super Node is Authenticated 
by the Boot strap Node only if 
joining the overlay for the first 
time 

The user profile of the super 
node is distributed on the 
overlay network.

The super node is responsible 
for the attached ordinary nodes 
SIP functionalities i.e. Proxy 
and Registrar.

Super nodes can also behave like 
servers to the ordinary nodes
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Advantages of P2P Approaches

Distributed
Highly Scalable
Highly Redundant
Fault tolerant
Self management
Low cost
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Limitations of P2P Approaches

Limitations P2P
Consumption of Extra resources
Introduction of Extra Over heads
Security
Copyright Violations and Infringements
Digital Rights Management
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Session Initiation Protocol (SIP)
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SIP Overview

SIP is a end-to-end, client-server, 
extensible, text based protocol.

The design base was HTTP and SMTP
SIP was originally used to establish, 
modify and terminate multimedia

34



Session Initiation Protocol (SIP)

Proposed by the Internet Engineering Task 
Force (IETF) as the protocol for handling 
call setup, routing, authentication and other 
feature messages to endpoints within an IP 
domain. 
SIP has evolved to be able to set-up a 
broad range of sessions:

Multimedia (e.g., voice, video, etc)
Gaming
Presence and Instant Messaging
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SIP Properties

SIP is a end-to-end, client-server, extensible, 
text based protocol. The design base was 
HTTP and SMTP
SIP messages are either requests or 
responses.
SIP messages carries zero or more “bodies”.
SDP is the common body for session initiation.
SIP runs on any transport protocol (UDP, 
TCP, TLS, SCTP)

The spec mandates UDP and TCP. Other transport 
protocols are optional
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SIP Domain
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SIP Functionality

SIP provides the following functionality:
User location (not geographical location)
User availability
User capabilities
Session set-up
Session management

SIP does not provide services 
But it enables the system to provide services
It has been demonstrated that it is easy to 
provide services with SIP
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SIP Specifications

The base SIP specification defines six 
SIP requests types (aka methods). They 
are  INVITE, ACK, OPTIONS, BYE, 
CANCEL and REGISTER . 
SIP uses EXTENSIONS to extend other 
functionalities not supported by the core 
methods. This allows the creation of rich 
SIP services and also allows SIP to 
extended beyond multimedia services 
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SIP Trapezoid
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Session Initiation Protocol (SIP)
(1)INVITE sip:bob@biloxi.com SIP/2.0

(2)Via:SIP/2.0/UDP pc33.atlanta.com;branch=z9hG4bKnashds8

(3)To: Bob <bob@biloxi.com>

(4)From: Alice <alice@atlanta.com>;tag=1928301774

(5)Call-ID: a84b4c76e66710

(6)CSeq: 314159 INVITE

(7)Max-Forwards: 70

(8)Date: Thu, 21 Feb 2002 13:02:03 GMT

(9)Contact: <sip:alice@pc33.atlanta.com>

(10)Require: 

(11)Supported:

(12)Content-Type: application/sdp

(13)v=0

(14)o= 53655765 2353687637 IN IP4 pc33.atlanta.com

(15)s=Session SDP

(16)t=0 0

(17)c=IN IP4 pc33.atlanta.com

(18)m=audio 3456 RTP/AVP 0 1 3 99

(19)a=rtpmap:0 PCMU/8000 

SIP 
Message
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SIP Extensions
SIP is a modular extensible protocol. 

Because of extensions
Or because of options in the core protocol.
Unlike ISUP, there are not different SIP flavours
But there are different functionalities, security 
mechanism, methods, headers, options, transport 
protocols, etc., that may or may not be implemented.

SIP contains mechanisms to discover what is 
supported by a proxy or remote end.

Require, Supported, Proxy-Require, Allow headers
Contact header in registration
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Session Initiation Protocol (SIP)

UMTSInternet B2BUA

S-CSCF

P-CSCF

I-CSCF

HSS

OSA SIP Servers CAMEL

UE
UA1 

IMS Session Control Layer

IMS Service / Application Layer

IMS Access Layer

IMS Signalling
Interworking

SIP Proxy 

Internet 3G Network

SIP Registrar 

Internet and 3G Interworking using SIP
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Advantages of SIP

Lightweight Protocol
Easily Extensible
Can work with a wide range of protocol 
(TCP, UDP, STCP...)
Standardised approach to Multimedia 
Signalling
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Limitations of SIP

Scalability
More servers and resources needs to be added 
to the SIP network as the number of clients 
increases 
Server Management can be complicated

Redundancy
Major disasters, in which the centralised 
infrastructure could potentially act as a single 
point of failure 

Flexibility
additional costs involved in the deployment of 
applications in smaller and adhoc environments
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P2P-SIP: 
Decentralised Approach to SIP
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P2P-SIP Objectives
The main aim of P2P-SIP is to develop a Platform 

that
Allows for a decentralized approach to deploy 
voice and multimedia Services
incorporates the advantages of  P2P into 
converged networks. 
Develop P2P Services specific to converged 
networks
Integrate P2P Services as a service enabler for 
converged networks.
Easy Creation of New Services.
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P2P-SIP Architecture

SIP Network

Node A Node B

P2P Network
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P2P-SIP Architecture

Bootstrap Node
Predecessor 0: sip:06@192.168.1.3:5060; 
Successor 0: sip:02@192.168.1.2:5060; 
Successor 1: sip:03@192.168.1.3:5060; 
Successor 2: sip:04@192.168.1.1:5060;

01

02

03

04

05

06

Predecessor 0: sip:03@192.168.1.3:5060; 
Successor 0: sip:05@192.168.1.2:5060; 
Successor 1: sip:06@192.168.1.3:5060; 
Successor 2: sip:01@192.168.1.1:5060;

01 wants to Locate 05

If each Node (N) has a routing 
table of size O(LogN) then it 
takes O(LogN) messages to 
locate a resource

A NodeID is calculated based on 
the node’s IP address

SIP:RegisterSIP:Redirect



P2P-SIP Register Message

Session Initiation Protocol

Request-Line: REGISTER sip:f3@192.168.1.2:5060;user=node SIP/2.0
Method: REGISTER
[Resent Packet: False]

Message Header
Via: SIP/2.0/TCP 192.168.1.1;branch=z9hG4bKZN11KpBD11X9g
Max-Forwards: 70
From: 

<sip:f2@192.168.1.1:5060;user=node>;tag=e6cNrcKNm5e3a
To: <sip:f2@192.168.1.1:5060;user=node>
Call-ID: e18e2b60-387c-122a-4586-0002a5b0f023
CSeq: 79703170 REGISTER
Expires: 3600
Content-Length: 0
DHT-NodeID: 

<sip:f2@192.168.1.1:5060;user=node>;algorithm=sum-8
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P2P-SIP 200 OK Message

Session Initiation Protocol
Status-Line: SIP/2.0 200 OK

Status-Code: 200
[Resent Packet: False]

Message Header
Via: SIP/2.0/TCP 

192.168.1.1;branch=z9hG4bKZN11KpBD11X9g;rport=43846
From: 

<sip:f2@192.168.1.1:5060;user=node>;tag=e6cNrcKNm5e3a
To: <sip:f2@192.168.1.1:5060;user=node>;tag=98r907mUZp68m
Call-ID: e18e2b60-387c-122a-4586-0002a5b0f023
CSeq: 79703170 REGISTER
Contact: <sip:f2@192.168.1.1:5060;user=node>
Content-Length: 0
DHT-Link: <sip:f2@192.168.1.1:5060;user=node>;link=P0
DHT-Link: <sip:f4@192.168.1.3:5060;user=node>;link=S0
DHT-NodeID: 

<sip:f3@192.168.1.2:5060;user=node>;algorithm=sum-8
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SIPDHT – Node 1

Node sip:b9@192.168.1.1:5060;user=node
Predecessor 0: sip:bb@192.168.1.3:5060;user=node
Successor 0: sip:ba@192.168.1.2:5060;user=node
Successor 1: sip:bb@192.168.1.3:5060;user=node
Successor 2: sip:b9@192.168.1.1:5060;user=node
Finger 0 (0xba): sip:ba@192.168.1.2:5060;user=node
Finger 1 (0xbb): sip:bb@192.168.1.3:5060;user=node
Finger 2 (0xbd): sip:bb@192.168.1.3:5060;user=node
Finger 3 (0xc1): sip:bb@192.168.1.3:5060;user=node
Finger 4 (0xc9): sip:bb@192.168.1.3:5060;user=node
Finger 5 (0xd9): sip:bb@192.168.1.3:5060;user=node
Finger 6 (0xf9): sip:bb@192.168.1.3:5060;user=node
Finger 7 (0x39): sip:bb@192.168.1.3:5060;user=node
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Test Bed Demonstration
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P2P-SIP in Mobile and Highly 
Volatile Environments
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EU PHOSPHOSRUS Test Bed



Gigabit Ethernet

Optical Link

To 
GEANT

    Essex Optical 
    Core Cloud

LondonTelehouse
UKLight

International
Access Point

    Essex Grid Computing Testbed

Gethernet
VLAN switch VG2

Network
Analyzer

Super
Computer

File
Server

Storage

Test Clients

Gethernet
VLAN switch VG1

Calient
DiamondWave 
Fibreconnect

    Essex High-speed All Optical Signal Processing Testbed
WDM 3R

OTDM Switch

    Essex Active Optical Burst 
    Switched Testbed

Client

Client

Active Core
OBS 

Router

Edge
OBS Router

Edge
OBS Router

UEssex PHOSPHORUS Local Test Bed

Optical core 
(96x96 

wavelength 
switch)

OBS
(up to 2.5Gbps)

All-optical 
(up to 

160Gbps)

Grid Cluster -
56 cores (14 
Quad Core 

Xeon each) and 
8.5Tbyte 

distributed 
storage
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The UEssex P2P-SIP Test Bed

Developed an IMS testbed based on IPv6, MIPv6, 
IPSec, and SIP
Developed P2P extensions for the IMS and 
demonstrators
Configured, deployed and tested SIP-DHT on our 
Local Test bed with SIP servers
Deployed Peercast (P2P streaming application) on 
our local test bed of over 30 nodes with plans of 
integrating Peercast into the IMS test bed 
Currently working on the algorithm for Presence 
service using the SIP-DHT library with plans of also 
integrating it to with the IMS test bed.
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Research Objective

Develop a test bed that supports SIP and P2P-
SIP
Carry out early trials of current P2P-SIP 
implementations
Carry out tests to determine the amount of 
signalling generated when the DHT is stable
Carry out tests to determine the amount of 
signalling generated when the DHT is not 
Stable
Carry out tests to analyse amount of 
bandwidth consumed by individual peers and 
the overlay as a whole
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Test Bed Properties
Tests Supported Results Remarks

Yes No Pass Fail

Convention SIP Conventional SIP implementation is 
based on ReSIProcate [34]

P2P‐SIP P2P‐SIPImplementation is based on 
SIPDHT [35]

Network 
Monitoring

This is achieved by using a traffic 
analyser

Peer Monitoring This is collected by using tcpdump

Security At no moment no implementation of 
P2P‐SIPhas security functions

Parallel Processing This was achieved by using the Sun 
Grid Engine (SGE)
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Status of P2P-SIP in the IETF
Matthews p2psip-hip-hop

Behave rfc3489bis

Mmusic ice

Bryan p2psip-reload

Sipping nat-scenarios

Bryan p2psip-dsip

Marocco p2psip-xpp-pcan

iabnat-traversal-considerations

p2psip

concepts

Garcia
p2psip-
dns-sd-

bootstrapping

Keys

Expired

Individual Another WG

RFC QueueP2PSIp WG
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P2P-SIP Implementation
Open-Source Implementations

Cisco P2PSIP Project (draft-jennings-p2psip-asp)
Columbia P2PP Project (draft-baset-p2psip-p2pp)
SIPDHT2 Project (draft-marocco-p2psip-xpp, draft-marocco-
p2psip-xpp-pcan)
○ SIPDHT Project (draft-bryan-sipping-p2p) (no longer 

maintained) 
University of Parma Kademlia dSIP Implementation (draft-
cirani-p2psip-dsip-dhtkademlia, draft-bryan-p2psip-dsip)
Huawei's implementation of SEP peer and client protocols 
(draft-jiang-p2psip-sep, draft-zheng-p2psip-client-protocol)

Commercial Implementations
SIPeerior Technologies P2PSIP Core and Endpoint 
Development Kits (draft-bryan-p2psip-reload, draft-
lowekamp-p2psip-reload-security, other supporting drafts)
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IETF P2P-SIP Reference Model

61Source : http://tools.ietf.org/pdf/draft-ietf-p2psip-concepts-02.pdf



Case study:
P2P-SIP in Mobile Environments
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The Effects of Nodes Leaving on the Overlay
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Average Bandwidth in the Overlay
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Average Bandwidth Per Peer

0.00

0.50

1.00

1.50

2.00

0 50 100 150 200
Number of Peers

A
ve

ra
ge

 B
an

dw
id

th
 (K

bi
ts

/s
) p

er
 N

od
e

10% Churn

20% Churn

30% Churn

40% Churn

50% Churn

65



Average Bandwidth in terms of Churn Rate
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Concluding remarks

A standardised approach as it is now an IETF 
Working Group
It is based on Open Standards such as SIP
Clients with available resources can host additional 
services reducing the amount of traffic directed to the 
provider network
This allows for the creation of localised and 
personalised services. i.e offices, schools and 
hospitals
Provision of converged services in ad-hoc 
environments i.e. emergency services and 
conferences.  
Provides an open interface in which services can be 
easily deployed.
Creation of Additional Revenues based on the P2P 
Service model.
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